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Abstract 

Increasing research has revealed that uninformative spatial sounds facilitate the early 

processing of visual stimuli. This study examined the crossmodal interactions of 

semantically congruent stimuli by assessing whether the presentation of event-related 

characteristic sounds facilitated or interfered with the visual search for corresponding 

event scenes in pictures. The search array consisted of four images: one target and three 

non-target pictures. Auditory stimuli were presented to participants in synchronization 

with picture onset using three types of sounds: a sound congruent with a target, a sound 

congruent with a distractor, or a control sound. The control sound varied across six 

experiments, alternating between a sound unrelated to the search stimuli, white noise, 

and no sound. Participants were required to swiftly localize a target position while 

ignoring the sound presentation. Visual localization resulted in rapid responses when a 

sound that was semantically related to the target was played. Furthermore, when a 

sound was semantically related to a distractor picture, the response times were longer. 

When the distractor-congruent sound was used, participants incorrectly localized the 

distractor position more often than at the chance level. These findings were replicated 

when the experiments ruled out the possibility that participants would learn picture-

sound pairs during the visual tasks (i.e., the possibility of brief training during the 

experiments). Overall, event-related crossmodal interactions occur based on semantic 

representations, and audiovisual associations may develop as a result of long-term 

experiences rather than brief training in a laboratory. 
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Introduction 

When we see a ball bouncing, we also hear a sound generated by the contact 

between the object and the floor surface. We are surrounded by multisensory 

information, as this daily-life example illustrates, and such information can be 

integrated into a supramodal form of representation (e.g., Raij et al., 2000), leading to a 

coherent perception of objects and event scenes. During this integration, a stimulus that 

is experienced via one modality (e.g., audition) modulates the early processing of 

information specific to another modality, such as vision (Chen & Spence, 2011). For 

example, the processing of visual stimuli is facilitated so that a salient but task-

irrelevant sound attracts attention to its source location and improves visual processing 

at that location (Eimer & Driver, 2001; Feng et al., 2014; Spence & Driver, 1997; 

Störmer, 2019). Earlier findings regarding auditory influences on visual attention have 

indicated critical determinants of multisensory enhancement in the context of the 

temporal and spatial proximity of stimuli. Specifically, strong enhancement occurs when 

the two stimuli are derived from the congruent location simultaneously (e.g., Stein & 

Stanford, 2008).  

Notably, multisensory enhancement not only depends on spatial or temporal 

congruence but is also associated with uninformative cues regarding the timing and 
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location of the target onset. Auditory-visual interactions are based on higher-level 

semantic associations (Kvasova et al., 2019), rather than spatiotemporal overlap in 

perceptions, such that synchronous presentation of auditory cues (e.g., bark) supports 

identification of the visual features (e.g., picture of a dog) of related objects (Chen & 

Spence, 2010; Molholm et al., 2004; von Kriegstein et al., 2005). This effect is realized 

because the characteristic sound is coded into a representation of an individual object 

(an animal or dog) that is semantically congruent with that obtained from the visual 

stimulus (Iordanescu et al. 2008). Likewise, sounds improve detection and localization 

performance during search tasks when the vision and audition convey the same 

semantic representation with respect to the target objects (Iordanescu et al. 2008, 2010, 

2011). The effects of semantic congruence on audiovisual cues develop through 

multisensory experiences of co-occurrence of these object features repeated in 

laboratories and real life (Iordanescu et al., 2011; Smith et al., 2007; Zweig et al., 2015). 

Strong multisensory enhancement would occur in an object-specific manner so that two 

stimuli share a similar semantic representation of a particular object derived from the 

same multisensory experiences (Iordanescu et al. 2008; Laurienti et al., 2004). 

The aforementioned findings regarding audiovisual interaction suggest that 

characteristic sounds aid visual detection of individual target objects amid cluttered 
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scenes in the environment (Iordanescu et al. 2010, 2011; Kvasova et al., 2019). This 

behavioral benefit may be observed in the laboratory. Some researchers (Iordanescu et 

al., 2008) have used pictures of archetypal objects as visual targets that were clearly 

defined, readily identifiable, and comprised of a single exemplar per concept (i.e., nouns 

such as dogs, coins, or keys). Therefore, a one-to-one correspondence with 

characteristic prototypical sounds could be formed. It is unclear whether multisensory 

enhancement occurs only when viewing audiovisual stimuli associated with an object 

that has salient features. For example, object- and identity-based (Kvasova et al., 2019) 

crossmodal effects (e.g., auditory facilitation of visual search) may be weakened if the 

visual targets are required empirical knowledge to form coherent auditory-visual 

associations. In the present study, we examined the crossmodal effects of search 

facilitation by simulating the visual search for pictures representing scenes of motion 

events, whose meanings were derived from contextual information rather than an object 

specified by a discrete image. Specifically, we used temporally trimmed pictures of a 

series of motions, such as running, burning, or cutting, in which the event was 

conceptualized as verbs (detailed below). The loss of information about temporal 

changes (i.e., compared to video clips) that is important for analyzing motion scenes 

weaken the auditory-visual associations. However, based on our daily life experience, 
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we expected that, when such event-related pictures are viewed, the sounds indicating 

congruent motion can help identify concepts such as “jingling (i.e., verbs)”, regardless 

of what the jingling objects are (i.e., nouns). This implies that comprehensive 

representations are retrieved when viewing event scenes comprising multiple discrete 

objects and background elements (Henderson & Hollingworth, 1999), and that auditory 

information would facilitate this identification process.  

Given that semantic congruence is a critical determinant of multisensory 

enhancement, the audition would interact with the visual processing of an event scene 

when the two stimuli share the same experience of an event, such as “a key is jingling” 

or “a person is running.” Neuroimaging studies may yield evidence in support of this 

idea (e.g., Barraclough et al., 2015; Beauchamp et al., 2004), demonstrating that neural 

activities reflecting the visual integration of object features exhibit a similar pattern to 

those elicited by the multisensory integration of actions related to events. Specifically, 

the integration of object features recruits the posterior superior temporal sulcus and 

middle temporal gyrus, in which significant neural activity is detected when participants 

receive the presentation of simultaneous audiovisual items (Beauchamp et al., 2004; 

Hein et al., 2007). However, the polysensory area of the superior temporal sulcus is also 

activated during recognition of visual events accompanied by sounds such as tearing 
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paper (e.g., Barraclough et al., 2005). This overlap of neural networks relevant to the 

processing of objects and events (i.e., actions) implies that audiovisual cues can be 

integrated into a single representation referring to events containing multisensory 

features (see also Maniglia et al., 2017), leading to multisensory interaction such that 

one stimulus from a modality would facilitate processing of another stimulus from a 

modality (Iordanescu et al. 2008, 2010, 2011).  

With respect to object-based crossmodal effects, it is important to account for 

crossmodal interference by distractors when searching for visual targets. This is because 

involuntary attention shifting to distractors reflects auditory-visual interactions 

originating from automatic processes. Iordanescu et al. (2008) failed to detect 

interference by characteristic sounds during visual searches, when reporting that object-

based crossmodal facilitation occurred in a top-down goal-directed manner (see also 

Kvasova et al., 2019). However, this goal-directed control may be situation-dependent 

(Chen & Spence, 2010), such that the goal-directed mechanism would be insufficiently 

activated if searching for visual targets that did not predict the features to be retrieved. 

Accordingly, potential automatic interference by sounds, hindered by the goal-directed 

mechanism, would occur during the retrieval of conceptual images represented by 

verbs.  
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In summary, the present study examined whether visual search performance was 

improved or degraded by the presentation of a sound associated with an event with 

respect to specific actions. We used a visual search task similar to that used by 

Iordanescu et al. (2008), wherein participants were required to indicate the location of a 

target as swiftly as possible. Participants localized pictures depicting an event scene of 

actions during the search task. The search array consisted of four pictures comprising 

one target and three distractors. The display was accompanied by one of three types of 

sounds: a sound congruent with a target, a sound congruent with a distractor, and a 

sound unrelated to the pictures in the search display (as the control condition). We 

expected that presentation of auditory cues would enhance schemes of visual 

representation, resulting in target-congruent sound enhancing visual target localization, 

whereas target-incongruent sound would impair target localization, consistent with the 

idea of automatic crossmodal interactions. We replicated crossmodal enhancement (or 

interference) using sound-absent conditions and white-noise presentation as controls. 

The first set of experiments (1–3) aimed to examine whether crossmodal facilitation 

would occur when using the same procedure as Iordanescu et al. (2008). In the 

subsequent experiments (4–6), we modified the visual search task to exclude the 

potential confounding effect of learning about picture-sound pairs during the task trials. 
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Moreover, these experiments aimed to reveal the consistency in interference effects. 

Auditory enhancement or interference with the visual search, if any, should be reflected 

in improved or degraded search performance when a sound corresponding to a target or 

distractor is presented, relative to the control condition, in which an irrelevant sound 

accompanies the visual stimulus.  

Experiment 1 

Experiment 1 examined whether sound cues would enhance visual search for event 

scenes semantically or contextually related to the sounds. To achieve this goal, 

participants searched for a target picture symbolizing concepts of critical actions (e.g., a 

person running) among distractor pictures. During the search task, participants 

identified the location in which the target picture was displayed in the search array with 

synchronous presentation of three types of auditory cues, such as a sound congruent 

with the target (target-congruent sound), a sound congruent with a distractor (distractor-

congruent sound), or a sound unrelated to pictures in the search display (unrelated 

sound as a control). We predicted that the characteristic sounds would improve visual 

search performance for the event scenes when the sounds and pictures shared similar 

semantic representations of the events. By contrast, we expected that performance 

would decline when the sound cues were congruent with distractor pictures. 
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Method 

Participants. Twenty-five undergraduate and graduate students (14 males and 11 

females; mean age = 20.0 years, range = 18–23 years) participated in this experiment 

for monetary compensation or course credit. The sample size was determined based on 

previous studies of visual searches, which had sample sizes ranging between 16 and 38 

participants (e.g., Iordanescu et al., 2008, 2010, 2011; Kvasova et al., 2019). All 

participants reported having normal color vision and normal or corrected-to-normal 

visual acuity. None of the participants was hearing impaired, according to self-report. 

They provided written informed consent prior to each experiment. All experiments in 

this study were approved by the Human Research Ethics Committee of Hokkaido 

University. 

Apparatus and stimuli. Visual stimuli were displayed on an LCD monitor (100-

Hz refresh rate, 1,920 × 1,080 pixels; XL2411T, BenQ), and the experiment was 

controlled using Psychophysics Toolbox 3.0 extensions (Brainard, 1997; Kleiner et al., 

2007; Pelli, 1997) for MATLAB software (version R2019a, MathWorks). Participants 

sat in a height-adjustable chair, and a viewing distance of approximately 57 cm was 

maintained. The auditory stimuli were presented via headphones (5–22000 Hz; MDR-

XB450, SONY) at a comfortable listening level (approximately 65 dB[A]). 
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This study defined 20 events related to object actions that can be specified by 

verbs, such as break, write, close, stir-fry, cut, bite, burn, turn (e.g., turn pages), sweep, 

tear (e.g., tear paper), slap, giggle, boil, fly, run, cry, type (e.g., type letters), sneeze, 

knock, and pour. Twenty color pictures (Figure 1) and sound clips related to verb-

associated events were collected in advance through web searches. The pictures, 

subtended 14.06° (W) × 9.44° (H) in visual angle on the monitor, and depicted event 

scenes comprising multiple objects and background elements. The audio clips produced 

typical sounds corresponding to the event action (e.g., the sound of glass shattering for 

“break”; the sound of a pen rubbing against paper for “write”; the sound of a door 

closing and latching for “close,” etc.,). Owing to the differences in the nature of these 

events, the sounds varied from 592 to 1,555 ms in duration (mean = 1,367 ms with 

standard deviation = 274 ms). All sound clips were monophonic and did not provide any 

spatial information aurally, such as might occur via the interaural time difference of 

binaural hearing.
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Figure 1.  

Pictures of verb-associated event scenes. 
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Familiarization tasks. Prior to the visual search task (see below), two consecutive 

tasks were administered to familiarize participants with the association between the 

event scenes and their associated verbs in line with the procedure described in 

Mädebach et al. (2017) and Zweig et al. (2015). The familiarization aimed to improve 

participants’ compliance with the task requirement for every trial to search for a scene 

picture that represented the verb that directly proceeded the search display (see Figure 

2). The familiarization was divided into two phases. In the first phase, participants were 

exposed to the picture–verb associations used in the main search task. The first 

familiarization phase lasted until all picture-verb pairs had been presented. Figure 2A 

illustrates a schematic example of the first phase of the familiarization. Every trial 

began with a fixation cross for 500 ms, followed by presentation of a picture in the 

center of the screen for 1,000 ms. The picture was accompanied by synchronous 

presentation of an audio clip that was congruent with the scene image. The sounds were 

not truncated during familiarization, and thus their durations differed depending on the 

nature of the sound (592–1555 ms). After the audiovisual stimuli has been presented, a 

verb associated with the event was visually presented in Japanese below the picture for 

4,000 ms. Participants were required to memorize the association between the event and 

the verb while vocalizing the verb. The order in which the audiovisual stimuli were 
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presented was fixed across participants in the following order: break, write, close, stir-

fry, cut, bite, burn, turn, sweep, tear, slap, laugh, boil, fly, run, cry, type, sneeze, knock, 

and pour. The familiarization’s first phase lasted until all pictures has been presented to 

the participant (i.e., 20 trials). 

Figure 2B illustrates a schematic example of the second familiarization task. Each 

trial began with a fixation cross, presented for 500 ms, followed by the presentation of a 

picture in the center of the screen (for 800 ms) with synchronous onset of an audio clip 

corresponding to the image. The audio clip was truncated at 800 ms to align the offset of 

the picture with that of the audio clip. At the end of each test trial, participants verbally 

reported the corresponding verb. The audiovisual stimuli were presented in the same 

order as in the first familiarization task. The experimenter orally confirmed that the 

participants were able to correctly retrieve the associated verbs; the experimenter 

corrected the participant once if the reported verb differed from the familiarized one 

(e.g., “closed” rather than “shut” upon viewing the image a of door). The practice was 

not repeated regardless of whether the participant could or could not correctly retrieve 

the associated verbs.  
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Figure 2.  

Schematic examples of a trial sequence in the two familiarization tasks.  

 

 

Note. (A) The first familiarization phase to associate the sounds with the corresponding 

images. (B) The second phase, recognition of the familiarized pairs. 
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Visual search task. Each search task trial began with a fixation point (0.33° in 

diameter) at the center of the screen for 500 ms (Figure 3), followed by a verb in the 

center of the screen for 500 ms to inform participants to search for a target during the 

trial. The verb representing the target event was presented in Japanese (e.g., “割れる” 

for “break”). A blank screen followed the verb display for 500 ms. After the blank 

screen, a search display consisting of one target picture and three distractor pictures was 

presented for 670 ms in the four quadrants at 10.7° eccentricity from the center of the 

screen to the center of each picture. The centers of the four pictures were separated by 

3.33° vertically and 3.33° horizontally. In the search display, a target picture was 

presented in one of the quadrant positions with equal probability across trials. The 

search display was accompanied by synchronous onset of an audio clip. Audio clips 

longer than 670 ms were terminated at that length to align with the offset of the search 

display used in a previous study (Iordanescu et al., 2008). The sound was randomly 

assigned to one of three sound conditions: a sound congruent with the target (target-

congruent sound), a sound congruent with a distractor that was presented in the 

quadrant diagonally opposite the target across the fixation point (distractor-congruent 

sound), and another of the 20 audio clips not included in the search display (unrelated 

sound). Participants were required to locate the target picture (lower left, upper left, 
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lower right, or upper right) as quickly as possible by pressing a numeric key: 1, 4, 2, or 

5, respectively. Participants used the index and middle fingers of both hands to respond 

(the left forefinger for 1, the left middle finger for 4, the right forefinger for 2, and the 

right middle finger of the right hand for 5).   
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Figure 3.  

An example of a trial sequence in a visual search task. 
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The visual search task consisted of four repetitions of an experimental block of 60 

trials (240 trials in total). Within the block, each of the 20 sounds was presented once 

per the sound condition of the target-congruent, distractor-congruent, or unrelated 

sound. The order of the trials was randomly determined across participants. In every 

trial, four pictures of event scenes were selected randomly from the pool of pictures 

without replacement in a given search display. Each of the 20 pictures was presented as 

a target once for each sound condition within a block. Three remaining images were 

equiprobably selected from the 20 pictures as distractor stimuli across the trials. 

Participants completed 10 practice trials before undertaking the 240 experimental search 

trials. 

  

Results 

Our primary dependent measure was response time. Error trials (3.68% of all 

trials) were excluded from the reaction-time analysis. To eliminate outliers, trials with 

response times that deviated by more than 1.5 times the interquartile range beyond 

Tukey hinges (i.e., the 25th and 75th percentiles) were excluded from analysis (4.27 % 

of all trials). A mean response time for the correct trials was calculated for each sound 

condition (target-congruent, distractor-congruent, and unrelated), as shown in Figure 4.  
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A one-way analysis of variance (ANOVA) of mean response times for the correct 

trials, including the sound condition as a within-subject factor with Chi-Muller’s 

sphericity correction, revealed a significant main effect of sound condition [F(2, 48) = 

9.21, p < .001, ηG
2 = .020, ɛ = 1.00]. Holm’s multiple comparison tests indicated that 

the mean response time was shorter under the target-congruent condition (562.93 ms) 

than under the unrelated (583.12 ms) [t(24) = 3.42, p = .005] and distractor-congruent 

(586.63 ms) conditions [t(24) = 3.68, p = .004]. However, the mean response time under 

the distractor-congruent condition was comparable to that under the unrelated condition 

[t(24) = 0.64, p = .528]. An ANOVA of error rates was performed with sound condition 

as a within-subject variable, and all results of this and subsequent experiments are 

summarized in Table 1.
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Figure 4.  

Mean response times under the target-congruent and distractor-congruent conditions 

compared to those under the unrelated condition in Experiment 1.  

  

 

Note. The error bars represent the 95% confidence interval (**p < .01). 
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Table 1. 

The results of ANOVAs on error rates. 

 

 
 

 

Study

F-ratio p-value ηG
2 з Pairs t-value p-value d

Experiment 1 F (1.79, 42.94) = 2.68 .085 .046 .895

Experiment 2 F (2, 48) = 3.13 .053 .038 1.00

Experiment 3 F (1.79, 42.99) = 0.44 .623 .006 .896

Experiment 4 F (2, 48) = 3.94 .026* .054 1.00 Target-congruent        vs. Control t (24) = 0.85 .404 .182

Target-congruent        vs. Distractor-congruent t (24) = 2.57 .051 .536

Distractor-congruent   vs. Control t (24) = 1.89 .141 .370

Experiment 5 F (1.97, 47.18) = 7.57 .002** .089 .983 Target-congruent        vs. Control t (24) = 2.28 .063 .445

Target-congruent        vs. Distractor-congruent t (24) = 4.06 .001** .776

Distractor-congruent   vs. Control t (24) = 1.63 .117 .312

Experiment 6 F (1.68, 40.3) = 3.46 .049* .060 .840 Target-congruent        vs. Control t (24) = 0.14 .889 .033

Target-congruent        vs. Distractor-congruent t (24) = 1.92 .133 .470

Distractor-congruent   vs. Control t (24) = 2.36 .080 .506

ANOVA Post-hoc test
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Discussion 

In Experiment 1, visual searches for event-action scenes were swifter when the 

search stimuli were accompanied by target-congruent sounds than when they were 

accompanied by distractor-congruent sounds and sounds unrelated to the search stimuli. 

Error rates were not modulated by the sound types, and no speed-accuracy trade-off was 

found during the task. Thus, auditory enhancement of visual search performance 

occurred when the target and its semantically related sound represented the same event 

concept. Although sound-image-verb associations may be developed by practicing 

familiarization tasks, in Experiments 4–6 (detailed below), we demonstrated that the 

auditory enhancement may be due to long-term experiences, as well as short-term 

learning of specific sound-picture pairs (Iordanescu et al., 2011; Smith et al., 2007; 

Zweig et al., 2015). 

Contrary to the effects of semantic congruence, an interference effect of 

semantically incongruent sounds was not observed in Experiment 1. Specifically, 

response times under the distractor-congruent condition were comparable to those under 

the control condition, in which unrelated sounds accompanied the visual stimuli. This 

pattern of results is similar to that reported by Iordanescu et al. (2008), who suggested 

that visual searches for distinct visual target objects, such as dogs or cats, designated by 
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preceding words, would be driven in a goal-directed top-down manner (e.g., Tomita et 

al., 1999). In other words, participants in Iordanescu et al. (2008) might activate the 

stored knowledge of dogs and evoke prototypical visual representations of the objects 

while protecting against interference from unrelated information (e.g., non-targets and 

unrelated sounds) by using the word designating the target object at the beginning of a 

trial (Chen & Spence, 2010).  

However, we argue that goal-directed control would not be activated in the present 

experiment, despite the provision of a target event by a verb presented before the search 

display. Because the event scenes in Experiment 1 contained multiple visual elements in 

terms of backgrounds and objects (Figure 1), the verb would not elicit clear imagery 

(i.e., prototypes of the presentation) regarding the scenes before undertaking the search. 

In fact, the interference effects of multisensory interactions have been demonstrated 

using visual tasks such as object identification (Laurienti et al., 2004; Suied et al., 

2009), indicating that task-irrelevant sounds cannot be ignored. Notably, whether the 

interference effects are observed (e.g., Suied et al., 2009) or not (e.g., Molholm et al., 

2004) depends on baseline performances under control conditions. Chen and Spence 

(2010) found that semantically incongruent sounds interfered with visual identifications 

compared to performances under a control condition in which white noise was 
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presented, whereas the interference did not occur under a no-sound control condition. 

The apparent inconsistency of the results in terms of interference might be attributed to 

a shortened response-time baseline in the sound-absent condition because participants 

were more alert in response to the onset of stimulus when sounds were present than 

when no sound was presented. Specifically, response times under a silent control 

condition increased to a comparable level with those under a semantically incongruent 

condition, suggesting no auditory interference. Experiment 1 may have been afflicted by 

this potential baseline inflation. That is, Experiment 1’s result implies that performances 

under the unrelated sound condition might have been delayed to a level comparable to 

those under the distractor-congruent condition because the unrelated sounds were 

selected from the 20 audio clips that were semantically inconsistent with the target 

images.  

To eliminate the possibility of baseline inflation, we modified a control condition 

in Experiment 2 such that search stimuli appeared with a synchronous white-noise 

presentation. The white noise under the control condition should exclude semantic or 

contextual influences on a performance baseline as compared with the unrelated 

condition in Experiment 1. The procedure of the visual search task in Experiment 2 was 

identical to that used in Experiment 1, with the exception of the white-noise condition.  
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Experiment 2 

Experiment 2 was designed to replicate the audiovisual interaction observed in 

Experiment 1 during visual searches for event scenes. We examined whether visual 

search was enhanced or degraded when semantically congruent or incongruent sounds 

were synchronously presented in a search display. Participants performed the search 

task in a procedure identical to that followed in Experiment 1, with the exception that 

the control condition was accompanied by presentation of white noise. We predicted 

that auditory enhancement would occur when target-congruent sounds were present, and 

that auditory interference would occur when distractor-congruent sounds were presented 

during the search display. Alternatively, if the pattern of the results in Experiment 1 

reflected the goal-directed control suggested by multisensory studies (Iordanescu et al., 

2008, 2010; Molholm et al., 2004), task-irrelevant sounds should be ignored during the 

search in the distractor-congruent condition.  

Method 

A new group of 26 students (16 males and 10 females; mean age = 20.34 years, 

range = 18–25 years) participated in this experiment. One participant was excluded due 

to failure to remain awake and comply with the study tasks. The apparatus, stimuli, and 

procedure were identical to those used in Experiment 1, with the exception that a search 
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display under the control condition was accompanied by Gaussian white noise for 670 

ms. Prior to undertaking the visual search task, participants completed the two 

familiarization tasks to associate the event scenes with the corresponding verbs.  

Results 

Error trials (3.80% of all trials) were excluded from the reaction- time analysis. 

Moreover, response times outside the 1.5-times interquartile range beyond the 25th and 

75th percentiles were defined as outliers (3.07 % of all trials). Figure 5 shows the mean 

response times for the correct trials averaged separately for the target-congruent, 

distractor-congruent, and white-noise conditions. An ANOVA of the mean response 

times revealed a significant main effect of sound condition [F(2, 48) = 27.46, p < .001, 

ηG
2 = .033, ɛ = 1.00]. Multiple comparisons found that the mean response time was 

shorter under the target-congruent condition (564.86 ms) than under the white-noise 

(579.23 ms) [t(24) = 2.41, p = .024] and distractor-congruent (612.80 ms) conditions 

[t(24) = 7.01, p < .001]. Furthermore, the mean response time was longer under the 

distractor-congruent condition than under the white-noise condition [t(24) = 4.75, p 

< .001]. 
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Figure 5.  

Mean response times under the target-congruent and distractor-congruent conditions 

compared to those under the white-noise condition in Experiment 2. 

  

 

Note. *p < .05, ***p < .001. 
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Discussion 

Experiment 2 included the white-noise condition as a control, in which participants 

performed visual searches for event scenes with synchronous presentation of white 

noise. The results showed that response times decreased in the presence of target-

congruent sounds compared to those in the presence of white noise, indicating auditory 

enhancement of the search (Iordanescu et al. 2008, 2010; Molholm et al., 2004). 

Contrary to the pattern of results in Experiment 1, in Experiment 2 response times were 

longer under the distractor-congruent condition than under the noise condition, 

indicating interference effects of semantically incongruent sounds (Chen and Spence, 

2010; Laurienti et al., 2004; Suied et al., 2009). Accordingly, the event-related auditory 

stimuli interacted with the visual representation based on semantic 

congruence/incongruence. 

Although unlikely, the interference effects in Experiment 2 might not have 

reflected multisensory interactions. Instead, the interference might have reflected 

shortened response times in the control condition owing to the sharper auditory onset of 

white noise than that of the redundant target- and distractor-congruent sounds 

(Iordanescu et al. 2011). Specifically, the participants may have been more alert under 

the white-noise condition than under the other conditions (Chen & Spence, 2010). To 
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rule out this alternative explanation for the results of Experiment 2, we conducted 

Experiment 3, in which no sound was presented as an alternative to the white-noise 

presentation. In Experiment 3, the search task was identical to that used in Experiments 

1 and 2, with the exception of sound being absent.  

Experiment 3 

Experiment 3 was designed to replicate the audiovisual interaction shown in 

Experiment 2 during visual searches for event scenes. We examined whether visual 

search was enhanced and/or degraded when semantically congruent and incongruent 

sounds were synchronously presented with a search display. This experiment included 

the sound-absent condition in a visual search task, during which participants searched 

for a target scene with no sound onset, to measure participants’ baseline performance. 

We predicted that we would observe both enhanced and degraded performances. 

Method 

A new group of 25 students (13 males and 12 females; mean age = 20.20, range = 

18–30 years) participated in this experiment. The apparatus, stimuli, and procedure were 

identical to those used in Experiments 1 and 2, with the exception that no sound was 

presented under the control (sound-absent) condition. The two familiarization tasks 

were conducted for each participant before they undertook the visual search task. 



30 

 

Results 

Error trials (3.57 % of all trials) were excluded from the reaction-time analysis. 

Data from trials with response times that deviated by more than 1.5 times the 

interquartile range beyond the 25th and 75th percentiles were excluded (4.58% of the 

trials). The mean response times for the correct trials were calculated per the sound 

condition (target-congruent, distractor-congruent, and sound-absent; in Figure 6). An 

ANOVA on the mean response times revealed a significant main effect of the sound 

condition [F (1.44, 34.53) = 23.73, p < .001, ηG
2 = .024, ɛ = .72]. Multiple comparisons 

revealed that the response time was shorter under the target-congruent condition (526.05 

ms) than under the sound-absent (542.98 ms) [t(24) = 4.26, p < .001] and distractor-

congruent (565.17 ms) [t(24) = 5.43, p < .001] conditions. The mean response time was 

longer under the distractor-congruent condition than under the sound-absent condition 

[t(24) = 4.08, p < .001].
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Figure 6.  

Mean response times under the target-congruent and distractor-congruent conditions 

compared to those under the sound-absent condition in Experiment 3. 

 

 

Note. ***p < .001. 
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Discussion 

Experiment 3 replicated both auditory enhancement and interference of visual 

searches, implying that task-irrelevant auditory stimuli interacted with visual 

representation to enhance semantic representation of action events. Notably, response 

times were delayed when the auditory cues were congruent with a distractor picture 

compared with when the cues were absent. The interference effect reflects performance 

deficits by semantic incongruence during multisensory interactions (Chen and Spence, 

2010), rather than baseline inflation. 

Although the results demonstrate enhanced search for event scenes, the question 

remains as to whether audiovisual associations (e.g., a picture of a person running is 

associated with the sound of their footsteps) develop through long-term multisensory 

experiences encountered in real life (e.g., Smith et al., 2007) or short-term training (e.g., 

Zweig et al., 2015) during the familiarization and subsequent search tasks (see the 

Method section in Experiment 1). For example, integration of repeatedly co-occurring 

audiovisual signals can increase their intensity and coherence (Iordanescu et al., 2008; 

Smith et al., 2007; Zweig et al., 2015). Associating auditory signals with visual events 

(or objects) is an ecologically important mechanism to enhance visual identification and 

search for targets of interest (Chen and Spence, 2010; Iordanescu et al., 2011). 
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However, Zweig et al. (2015) reported that audiovisual associations, such as novel face-

voice pairs, could be established in the course of only two brief training sessions in 

which participants memorized and identified pairs in approximately 20 trials per task. 

The two familiarization tasks in the present study were similar to the training tasks used 

by Zweig et al. (2015) in that participants were exposed to a combination of event-

related pictures accompanied by sounds and corresponding verbs prior to undertaking 

the visual search task. Furthermore, the same auditory and visual stimuli as those used 

in the familiarization were presented multiple times during the search (at least 12 trials 

per sound clip as a target).  

Thus, we conducted Experiments 4–6 to rule out the possibility that participants 

learned picture-sound pairs during the familiarization and visual search tasks, and 

would replicate the audiovisual interactions in terms of enhancement and interference 

demonstrated in Experiments 1–3. We used multiple exemplars of a single scene for 

each of the 20 events in these experiments. That is, we used different multiple pictures 

representing the same event scene of “break”, and we also did for the other events (i.e., 

“write”, “close”, etc.). This manipulation was intended to avoid repetitive presentation 

of the same 20 pictures between and within the familiarization and search tasks. With 

the exception of the diverse pictures of event scenes, the search task procedure was the 
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same as that followed in Experiments 1–3, wherein the search was accompanied by 

target-congruent, distractor-congruent, and control sounds (i.e., unrelated sounds in 

Experiment 4, white noise in Experiment 5, and no sounds in Experiment 6).  

Experiments 4, 5, and 6 

Experiments 4–6 were designed to replicate Experiments 1–3 with three types of 

synchronous sounds: the target-congruent, distractor-congruent, and control sounds. The 

control sounds varied across the experiments so that the sound unrelated to the target 

was presented in Experiment 4, white noise was presented in Experiment 5, and no 

sound (sound absent) was presented in Experiment 6. These experiments never 

presented identical pictures during visual search tasks. If the auditory enhancement and 

interference effects of sounds on visual searches demonstrated in Experiments 1–3 were 

attributed to participants’ learning of specific picture-sound pairs through the 

familiarized and experimental trials, no such effects should have been obtained in 

Experiments 4–6, wherein each picture differed while semantic congruency was 

maintained (e.g., photographs of individuals against different backgrounds although all 

were running). By contrast, if the effects resulted from the automatic interaction of task-

irrelevant sounds with visual representation about events of actions, similar 

enhancement and interference would be expected in Experiments 4–6. 
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Method 

Participants. A group of 75 students (47 males and 28 females; mean age = 20.21, 

range = 18–25 years) participated in the experiments and were randomly assigned to 

one of the three experiments (25 each). All participants reported having normal color 

vision and normal or corrected-to-normal visual acuity. None of the participants was 

hearing impaired according to self-report. 

Apparatus and stimuli. We used the same audio clips representing 20 events as 

those used in Experiment 1. To avoid repetitive presentation of an identical picture, the 

search task included 16 pictures for each of the 20 critical verbs (320 pictures in total, 

available on the Open Science Framework at https://osf.io/kgzqd/). Twelve of the 

sixteen pictures were randomly assigned to the target-congruent, distractor-congruent, 

and control conditions (i.e., four each). Four of the 16 pictures were assigned to a 

distractor image congruent with a sound in the distractor-congruent condition. 

Moreover, the search task included 640 non-target images (i.e., filler pictures) 

representing events or objects irrelevant to the critical 20 verbs. The 640 fillers were 

selected from a pool of 670 images that consisted of 626 non-overlapping images and 

22 pairs of identical photos. We previously clarified that 30 other students who did not 

participate in the present experiments (15 males and 15 females; mean age = 20.60, 
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range = 18–25 years) were able to associate the 320 verb-relevant pictures with correct 

verbs with more than 80 % accuracy (mean accuracy = 97.36 %, SD = 5.65).  

Visual search tasks. Participants completed the two familiarization tasks using the 

same apparatus, stimuli, and procedure as Experiment 1, before a modified version of 

the visual search task was initiated (240 trials). The procedure was identical to that used 

in Experiments 1–3. However, pictures were not repeated in the main visual search task. 

Figure 7 illustrates a schematic example of the search task. As in Experiments 1–3, 

participants were required to locate the target picture (lower left, upper left, lower right, 

or upper right) as quickly as possible by pressing a numeric key—1, 4, 2, or 5—after a 

target verb was presented in the center of the screen. In every trial, the search display 

consisted of four pictures containing a single target and three non-target items. Under 

the target-congruent and control conditions, the three non-target locations of the search 

display were located by filler pictures. Under the distractor-congruent condition, one of 

the three non-targets was presented as a distractor that was congruent with a sound that 

accompanied the search display, and was located in a quadrant diagonally opposite to a 

target across the fixation point. The other two locations under the distractor-congruent 

condition were occupied by filler pictures. The targets, distractors, and fillers were 

randomly selected from a pool of visual stimuli to appear once in the trials without any 
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duplications. Before performing the 240 main trials, participants completed 10 practice 

trials using a different set of pictures (20 targets or distractors and 160 fillers). As in 

Experiments 1–3, we primarily analyzed response times. 
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Figure 7.  

An example of a trial sequence in a visual search task modified for Experiments 4–6. 
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Error-pattern analysis. To provide further evidence regarding the interference 

effects of task-irrelevant sounds, Experiments 4–6 focused on error patterns in visual 

localization to examine whether participants attended to distractor pictures when they 

performed under the distractor-congruent condition. If participants randomly responded 

to one of three non-target locations, the probability of error responses to one distractor 

and two filler locations should have fallen within a ratio of 1:2 under the distractor-

congruent condition. If the distractor-congruent sounds directed participants’ attention 

to the distractor items rather than the two filler locations, the number of error responses 

to that location should have exceeded chance (33.3 % of probability of all incorrect 

responses). 

Results 

Experiment 4. Error trials (4.48% of all trials) were excluded from the analysis of 

reaction times. Correct trials with response times outside the 1.5-times interquartile 

range beyond the 25th and 75th percentiles were excluded from the analysis (3.55% of 

all trials) as outliers. Response times for the correct trials were averaged for each sound 

condition (i.e., the target-congruent, distractor-congruent, and unrelated sound 

conditions) (Figure 8). An ANOVA on the mean response times revealed a significant 

main effect of sound condition [F(2, 48) = 29.63, p < .001, ηG
2 = .032, ɛ = 1.00]. 
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Further comparisons using Holm’s method revealed that the mean response time was 

shorter under the target-congruent condition (642.29 ms) than under the unrelated 

(680.76 ms) [t(24) = 5.89, p < .001] and distractor-congruent (698.26 ms) conditions 

[t(24) = 7.29, p < .001]. Although weak, the mean response time was longer under the 

distractor-congruent condition than under the unrelated condition [t(24) = 2.18, p 

= .039]. For the error-pattern analysis, we calculated the numbers of incorrect responses 

to each location of the distractor and fillers across participants (Table 2). A binomial test 

revealed that the number of error responses at the distractor location was beyond the 

33.3% probability of all incorrect responses (p = .003). 
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Figure 8.  

Mean response times under the target-congruent and distractor-congruent conditions 

compared to those under the unrelated condition in Experiment 4. 

 

 

Note. *p < .05, ***p < .001. 
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Table 2. 

The numbers and percentages of incorrect responses to a distractor location. 

 

 

 

  

Study

Distractor location % Filler locations %

Experiment 4 58 44.96 % 71 55.04 %

Experiment 5 62 45.93 % 73 54.07 %

Experiment 6 52 49.52 % 53 50.48 %

Number of responses
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Experiment 5. Error trials (5.03 % of all trials) were excluded from the reaction-

time analysis. Correct trials with response times outside 1.5 times the interquartile range 

beyond the 25th and 75th percentiles were excluded from the analysis (2.60% of all 

trials). Mean response times from the remaining trials were calculated for the target-

congruent, distractor-congruent, and white-noise conditions (Figure 9). An ANOVA on 

the mean response times found a significant main effect of sound condition [F(1.94, 

46.64) = 41.39, p < .001, ηG
2 = .085, ɛ = .97]. Multiple comparisons revealed that the 

response times were shorter under the target-congruent condition (658.44 ms) than 

under the white-noise (680.86 ms) [t(24) = 2.83, p = .009] and distractor-congruent 

(734.29 ms) [t(24) = 7.78, p < .001] conditions, and the response times were longer 

under the distractor-congruent condition than under the white-noise control condition 

[t(24) = 6.78, p < .001]. Moreover, the error-pattern analysis revealed that the number of 

error responses at the distractor location was greater than the 33.3% probability of all 

incorrect responses (a bimodal test, p = .001). 
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Figure 9.  

Mean response times under the target-congruent and distractor-congruent conditions 

compared to those under the white-noise condition in Experiment 5. 

  

 

Note. **p < .01, ***p < .001. 
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Experiment 6. Error trials (3.92% of all trials) were excluded from the reaction-

time analysis. Trials with response times that deviated by more than 1.5 times the 

interquartile range of the 25th and 75th percentiles were excluded from the analysis 

(3.02 % of all trials). Mean response times for the correct trials were calculated for  the 

target-congruent, distractor-congruent, and sound-absent conditions (Figure 10). An 

ANOVA of the mean response times found a significant main effect of sound condition 

[F(1.71, 41.02) = 46.60, p < .001, ηG
2 = .072, ɛ = .85]. Multiple comparisons revealed 

that the response times were shorter under the target-congruent condition (618.46 ms) 

than under the sound-absent (641.99 ms) [t(24) = 4.52, p < .001] and distractor-

congruent (682.28 ms) [t(24) = 9.65, p < .001] conditions, and the response times were 

longer under the distractor-congruent condition than under the sound-absent control 

condition [t(24) = 5.06, p < .001]. Furthermore, the error-pattern analysis revealed that 

the number of error responses at the distractor location was greater than the 33.3% 

probability of total incorrect responses (a bimodal test, p < .001). 
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Figure 10.  

Mean response times under the target-congruent and distractor-congruent conditions 

compared to those under the sound-absent condition in Experiment 6. 

 

 

Note. ***p < .001. 
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Discussion 

Experiments 4–6 replicated the results pattern of Experiments 1–3, in that the 

target-congruent sounds resulted in swift responses to the target-event scenes, and 

semantically incongruent sounds delayed the visual searches. The swift responses 

indicate that auditory enhancement of visual localization occurred consistently even 

when the possibility of learning specific picture-sound pairs was excluded. This finding 

implies that audiovisual interactions based on semantic congruence regarding event-

related stimuli may develop as a result of long-term experiences other than as a result of 

brief training during experiments (Zweig et al., 2015).  

Moreover, we examined auditory-interference effects on visual search by 

measuring whether the number of error responses to the distractor location deviated by 

more than the chance probability (33.3 %) of all incorrect responses under the 

distractor-congruent condition. Across the three experiments, the error patterns of visual 

localization consistently showed that the number of responses to the distractor locations 

exceeded the chance probability, indicating participants’ attention to the distractor items 

during the distractor-congruent condition. Consequently, we suggest that goal-directed 

control would not have been activated in the present experiments; rather, both enhanced 

and degraded responses were observed when an event scene was used as a target. 
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General Discussion 

This study examined whether event-related sounds facilitated or inhibited visual 

searches for relevant scenes based on semantic congruence/incongruence. Across six 

experiments, we compared visual performance under three types of control conditions 

(i.e., the unrelated-sound, white-noise, and sound-absent conditions) with that under the 

target-congruent and distractor-congruent conditions. All experiments revealed that 

when sounds related to target scenes appeared in a search display, visual-search 

performance was auditorily enhanced compared to conditions in which such congruent 

sounds were absent (Experiments 1–6). Importantly, search performance was impaired 

by semantic incongruence of the audiovisual stimuli when sounds were related to 

distractor event scenes (Experiments 2–6). Error-pattern analysis revealed that 

participants directed their attention toward to a distractor location in a search display 

when distractor-congruent sounds appeared synchronously (Experiments 4–6). 

Furthermore, the automatic interaction between sounds and pictures is based on 

semantic representations that may develop as a result of long-term experiences other 

than short-term training periods (Experiments 4–6). 

This study’s main objective was to semantically extend the multimodal 

enhancement (Iordanescu et al., 2008; 2010; 2011) used to detect and localize event-
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scenes representing the interactions of objects, rather than merely detecting readily 

identifiable Individual objects. The visual targets used in Experiments 1–3 were 

temporally trimmed pictures of series of motions, requiring extrapolation of contextual 

information. The contextual meanings were likely to be rapidly extrapolated during the 

search when sounds were congruent with visual representations. Using multiple 

exemplars of a single scene in Experiments 4–6, we ruled out visual images forming a 

one-to-one correspondence with characteristic sounds. Nevertheless, we found that the 

auditory stimuli facilitated visual searches, consistent with the object-based crossmodal 

effects. Our findings imply that multimodal enhancement occurs when audiovisual 

stimuli are viewed in association with more complex and interactive stimuli consisting 

of multiple objects against the background in a real-life situation. Importantly, 

audiovisual interaction helped observers to quickly explore what was happening in a 

cluttered scene in addition to finding isolated objects. The observed improvements in 

event detection and/or localization performance using semantic cues are consistent with 

the hypothesized effect of knowledge-based information on scene recognition (for a 

review, Võ 2021), indicating that meaningful contexts retrieved by audio cues help to 

improve coherent perception of event occurrence. 

One of this study’s most noteworthy findings is that auditory stimuli were 
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automatically integrated with distractor scenes during the search task. Specifically, we 

observed impaired performance under the distractor-congruent condition, in contrast to 

earlier findings on multimodal interaction demonstrating no or weak interference effects 

on visual performance under the same condition (Iordanescu et al., 2008; 2010; 2011; 

Molholm et al., 2004; von Kriegstein et al., 2005). The error-pattern analysis 

demonstrated an increase in the number of incorrect localizations at the distractor 

location and this result is incompatible with the model proposed by Iordanescu et al. 

(2008), wherein multimodal interactions rely on goal-directed top-down control. 

Instead, performance deficits associated with exposure to semantic-incongruent stimuli 

may be caused by the reduced coherence of visual representation, such that semantic-

incongruent sounds impair the identification of visual items (Chen & Spence, 2010; 

Glaser & Glaser, 1989). For example, Chen and Spence (2010) argued that participants 

automatically and quickly retrieve meaningful contexts of auditory and visual inputs 

and integrate them into critical semantic representation, while multisensory incoming 

information is retained in a short-term buffer for semantic processing. If the activated 

semantic representation contains highly coherent information, it is advantageous for the 

participants to perform the current task (Potter, 1993). According to this idea, the 

incongruence of audiovisual stimuli should impair the formation of semantic 
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representations and exert a negative impact on task performance.  

A study by Steinweg and Mast (2017) proposed another multimodal interference 

possibility relating to response biases or decision strategies. Specifically, during a 

speed-up, two-alternative, forced-choice decision task, participants may cautiously 

select a target picture from the stimulus array to avoid false responses when 

semantically inconsistent sounds appear. This bias toward cautious responses would 

elicit a negative impact on visual search performance, irrespective of the multimodal 

interaction process. However, it should be noted that most multisensory studies 

methodologically ruled out influences of the response bias by adopting accuracy 

measures rather than response times (Chen & Spence, 2010). Moreover, the error 

analysis in Experiments 4–6 demonstrated that participants increased erroneous 

localization to distractor pictures to above chance level when sounds corresponding 

with those scenes were presented simultaneously. Thus, we argue that response bias is a 

possible explanation for the impaired performance in the distractor-congruent condition, 

rather than a single critical determinant. 

We consider that the inconsistency of the incongruence effects between the present 

study (Experiments 2–6) and earlier studies (Iordanescu et al., 2008; 2010; 2011; 

Molholm et al., 2004; von Kriegstein et al., 2005) can be attributed to the complexity of 
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the visual stimuli. Because the event scenes consisted of multiple layers of information, 

such as individual objects and background elements, participants in the present study 

might not have been able to readily access prior knowledge, such as prototypical visual 

representations of the targets, in a goal-directed manner (see Chen & Spence, 2010). 

Thus, mechanisms underlying the filtering out of irrelevant stimuli may have been 

weakened or deactivated. Rather, the auditory stimuli interacted automatically, 

consistent with the idea of semantic incongruency effects (e.g., Chen & Spence, 2010; 

Potter, 1993). This finding highlighted the involuntary guidance provided by spatial 

orientation based on auditory-visual semantic aspects. This automaticity was impaired 

when the auditory cues were embedded in the video clips during searches for realistic 

objects (Kvasova et al., 2019). However, we speculate that the crossmodal interference 

effect was only reduced, rather than eliminated, in the video-using-study, due to 

activation of the goal-directed control mechanism.  

Auditory facilitation/interference showed a pattern similar to that of the 

characteristic sounds that improved or degraded object identification performance (e.g., 

Chen & Spence, 2010; Molholm et al., 2004; von Kriegstein et al., 2005). This 

similarity suggests that the same mechanism may underlie the two tasks; we proposed 

that while the auditory-visual interactions of high-level semantic aspects facilitated 
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identification of relevant contextual representations, low-level processes receive this 

feedback in the form of visual enhancement (salience) during concurrent searching or 

discrimination (Iordanescu et al., 2008). If this mechanism was involved in the present 

findings, auditory facilitation would be expected to decrease the search slope due to 

visual salience. 

In conclusion, the present study revealed that auditory enhancement and 

interference affect visual search for event scenes. We demonstrated that visual searches 

for a target are robustly enhanced when accompanying sounds are related to the target. 

However, performance was measurably degraded when the sound corresponding to a 

distractor scene appeared synchronously with a target item. The audiovisual interactions 

involving semantic processes support coherent and swift interpretation of events that 

occur in surrounding environments. 
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