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Abstract

The pattern formation problem is one of the most fascinating and essential prob-
lems in the natural sciences. In recent years, the study of pattern formation has
been theoretically analyzed using reaction-diffusion equations with nonlocal effect
described by convolution with the appropriate integral kernel as mathematical mod-
els in various fields such as biology, material science, and medicine. Therefore, the
mathematical analysis of the behavior of solutions in reaction-diffusion equations
with nonlocal effect is becoming more and more important with each passing year.
This thesis focuses on developing new analytical methods for theoretically consider-
ing the spatio and temporal dynamics of solutions and their applications to under-
stand how nonlocal effect affects the pattern formation process.

First, this thesis introduces the reaction-diffusion equation and mathematical
models with nonlocal effect in Section 1. Then, it explains the effectiveness of
mathematical modeling with nonlocal effect and its relationship with the reaction-
diffusion equation. After that, as the first result, a new method to show the existence
of traveling wave solutions is described, and its applications are presented in Sec-
tion 2. In addition, as the second result, a method for analyzing weak interactions
between localized patterns, such as stationary and traveling wave solutions, is ex-
plained, and its applications are given in Section 3. Finally, as the third result,
we consider the asymptotic behavior of the zero points of solutions to the diffusion
equation and the fractional diffusion equation in Section 4, with the motivation to
analyze the nonlocal effect on the spatial propagation mechanism of substances.
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1 Background and motivation

1.1 Reaction-diffusion equations

The understanding of the formation mechanism of spontaneous spatio-temporal patterns
are one of the most attractive and essential topics in the natural sciences. In several fields
such as biology and chemistry, theoretical analysis using reaction-diffusion equations has
been conducted as a study of pattern formation problems. Here, we introduce the scalar
equation as an example of the reaction-diffusion equations:

ut = duxx + f(u), (1.1)

where u = u(t, x) ∈ R is some variable representing the density, concentration, or
order parameter at time t > 0 and position x. Each subscript of u represents a partial
derivative, d > 0, and f : R → R is a nonlinear function. duxx is called the diffusion
term, where d represents the diffusion coefficient, and the nonlinear term f(u) is called
the reaction term. (1.1) appear as mathematical models of developmental phenomena
of biological species [30, 49], phase separation phenomena [28, 29] and so on.

On the other hand, in biology and chemistry, mathematical models of multi-component
reaction-diffusion equations have been proposed to describe the interaction of multi-
ple proteins, chemicals, and species. Here, we introduce the two-component reaction-
diffusion equation: {

ut = duuxx + f(u, v),

vt = dvvxx + g(u, v),
(1.2)

where du, dv > 0 and f, g : R2 → R are nonlinear functions. (1.2) appears as mathe-
matical models of chemical reaction systems [32, 34], propagation mechanisms of nerve
pulses [10], and epidermal pattern formation in organisms [51]. In particular, one of
the important properties for pattern formation problems that does not appear in scalar
reaction-diffusion equations is the Turing instability [51, 62]. It is a mechanism that
destabilizes a constant stationary solution and generates a spontaneous pattern in space.
Let us consider the Activator-Inhibitor system as a concrete example introduced by [62].
Let u(t, x) be the activator and v(t, x) be the inhibitor. The Activator-Inhibitor system
is a reaction-diffusion equation that can be linearized around an equilibrium as follows:{

ut = duuxx + c1u− c2v,

vt = dvvxx + c3u− c4v,
(1.3)

where cj > 0 (j = 1, 2, 3, 4). Then, it is known that if the trivial solution (u, v) = (0, 0)
of (1.3) is stable in the sense of ODE and du ≪ dv, a spontaneous spatially periodic
pattern will appear, and this phenomenon is an example of Turing instability.

As an extension of the reaction-diffusion equations, the reaction-diffusion equations
with nonlocal effect have been proposed in recent years. The nonlocal effect is often de-
scribed by a convolution with a suitable integral kernel. In the remainder of this section,
the mathematical models with nonlocal effect are introduced. Finally, the purpose and
outline of this thesis are explained.
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1.2 Nonlocal diffusion equations

The diffusion equation is derived under the assumption that the diffusion effect of a
substance is local, and relates to the propagation phenomena of many micro-particles in
Brownian motion. Recently, the nonlocal diffusion equation, which is described below,
has been proposed to capture the diffusion effect in the broader framework [3]:

ut = K ∗ u− u, t > 0, x ∈ Rm, (1.4)

where (K ∗ u)(t, x) :=
∫
Rm K(x − y)u(y)dy. In this subsection, we assume that K ∈

L1(Rm) ∩ C(Rm) is nonnegative and radial, and satisfies
∫
Rm K(y)dy = 1. K(x − y)

represents the probability density of a substance moving from position y to position x in
unit time, and (K ∗ u)(t, x) is the sum of the concentrations of substances moving from
all positions to position x in unit time. Furthermore, in connection with the nonlocal
diffusion equation, we also define the fractional diffusion equation, which is known as a
diffusion equation with nonlocal effect:

ut = −(−∆)s/2u, t > 0, x ∈ Rm. (1.5)

for s ∈ (0, 2), where

(−∆)s/2u(t, x) := Cm,s

∫
Rm

u(t, x)− u(t, y)

|x− y|m+s
dy, Cm,s :=

Γ((m+ s)/2)

2−sπm/2|Γ(−s/2)|

We will refer to K ∗ u− u and −(−∆)s/2u as nonlocal diffusion and fractional diffusion,
respectively, while normal diffusion uxx is referred to as local diffusion. The properties
of the local diffusion equation and the fractional diffusion equation will be explained in
Section 4.

Let us discuss the mathematical relationship between the local diffusion, the frac-
tional diffusion and the nonlocal diffusion. We define the Fourier transform and inverse
transform as follows:

f̂(ξ) = F [f ](ξ) =

∫
Rm

f(x)e−i⟨x,ξ ⟩dx, ǧ(x) = F−1[g](ξ) =
1

(2π)m

∫
Rm

g(ξ)ei⟨x,ξ ⟩dξ

for x, ξ ∈ Rm and f, g ∈ L1(Rm). Here, we note that (−∆)s/2 can be defined as the
pseudo-differential operator:

F [(−∆)s/2u](t, ξ) = |ξ|sû(t, ξ)

for ξ ∈ Rm. By using Fourier transform, we define the fundamental solutions Gs(t, x) of
the fractional diffusion equations (0 < s < 2) and the local diffusion equation (s = 2) as

Ĝs(t, ξ) := e−t|ξ|s .

As examples, G2(t, x) =
1

(4tπ)m/2
e−|x|2/4t and G1(t, x) =

Bmt

(t2 + |x|2)(m+1)/2
, where

Bm := Γ(m+1
2 )π−(m+1)/2.
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With the above preparations, let us explain the asymptotic behavior of solutions to
the nonlocal diffusion equation based on the result in [3]. Suppose that K(x) satisfies

K̂(ξ) = 1− ds|ξ|s + o(|ξ|s) (|ξ| → 0) (1.6)

for some ds > 0 and s ∈ (0, 2]. Then, for any nonnegative u(0, ·) ∈ L1(Rm) satisfying
û(0, ·) ∈ L1(Rm), there exists a unique solution u(t, x) to the nonlocal diffusion equation
such that

û(t, ξ) = et(K̂(ξ)−1)û(0, ξ).

Furthermore, the asymptotic behavior of the solution is given by

lim
t→+∞

max
x∈Rm

∣∣∣tm/su(t, xt1/s)− ∥u(0, ·)∥L1Gs (ds, x)
∣∣∣ = 0.

Here, we note that s = 2 and ds =
1

2m

∫
Rm |x|2K(x)dx hold in the condition (1.6) if

K(x) satisfies ∫
Rm

|x|K(x)dx <∞,

∫
Rm

|x|2K(x)dx <∞.

From the above asymptotic behavior results, it can be seen that the behavior of solutions
to the nonlocal diffusion equation asymptotically behaves like the diffusion equation or
the fractional diffusion equation, depending on the properties of the integral kernel.
Therefore, the nonlocal diffusion equations are beneficial in applications because it can
capture various diffusion processes in a broader framework than the conventional equa-
tions by providing appropriate integral kernels.

In recent years, the reaction-diffusion equation, in which a nonlocal diffusion term
replaces the diffusion term, has been actively studied. For example, in the case of scalar
equations, the following equation is analyzed:

ut = K ∗ u− u+ f(u).

Such equations often appear as mathematical models of dispersion phenomena of living
organisms [38] and phase separation phenomena [5]. The analytical results of these
steady-state solutions and traveling wave solutions are presented in Section 2 and Section
3.

1.3 Pattern formation problem

As mentioned in Subsection 1.1, the reaction-diffusion equations are known to exhibit a
variety of spatio-temporal patterns. However, for complex spatio-temporal patterns to
appear, there must be more than two components. In the case of mathematical models
with nonlocal effect, it has been reported that complex spatio-temporal patterns can
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appear even with scalar equations [25, 50, 60]. In this subsection, we introduce the
Kernel based Turing model (KT model) proposed by [50]:

ut = χ(K ∗ u)− αu, t > 0, x ∈ Rm (1.7)

where K ∈ C(Rm) ∩ L1(Rm) is a non-zero radial function, α :=

∫
Rm

K(x)dx and

χ(u) =


uM (u > uM ),

u (u ∈ [0, uM ]),

0 (u < 0),

in which uM is a positive constant. In the KT model, it has been reported that complex
spatial patterns appear depending on the shape of the integral kernels. The mechanism
of the pattern formation is Turing instability. Now, since χ(u) is piecewise linear, let
us consider the equation (1.7) without χ. When the integral kernel is nonnegative, the
solution decays as in the nonlocal diffusion equation, but solution may have a destabi-
lizing wavenumber in the case of a sign-changing integral kernel. For example, in the
case of m = 1, let us consider

K(x) =
1√
π

(
e−x2 − 1

2
e−x2/4

)
. (1.8)

Then, we have

K̂(ξ) = e−ξ2/4 − e−ξ2 > 0 = K̂(0) = α (ξ ̸= 0).

We note that for any u(0, ·) ∈ L1(Rm) satisfying ˆu(0, ·) ∈ L1(Rm), the solution of the
equation (1.7) without χ can be represented as

û(t, ξ) = et(K̂(ξ)−α)û(0, ξ).

Thus, in the case of (1.8), we can see that a spatially spontaneous periodic pattern
appears because of the destabilizing wavenumber.

To analyze scalar mathematical models with nonlocal effects such as the KT model,
a method of approximating and analyzing them with multi-component reaction-diffusion
equations has been proposed [58, 59]. Recently, in [25], a method has been proposed to
derive a single mathematical model with nonlocal effect from the multi-component linear
reaction-diffusion equations such as (1.4). This method allows us to consider the pattern
formation problem for a given reaction-diffusion network expressed in the integral kernel.

1.4 Continuation method to spatially discrete mathematical model

Nonlocal effect also appears when approximating spatially discrete mathematical models
[26]. In this subsection, we will take the discrete diffusion equation as an example:

ut =
u(t, x− l)− 2u(t, x) + u(t, x+ l)

l2
, t > 0, x ∈ R, (1.9)
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Figure 1: The graph of the integral kernel (1.8).

where l is a positive constant that represents the size of a cell. Such discrete diffusion
term often appears in mathematical model [14]. Since discrete diffusion poses many
technical difficulties in analysis, continuation is often used. One of the most common
continuum methods is to take the limit as l → +∞ assuming the cell size is small enough.
Using such a method, the right-hand side of (1.9) is represented as

u(t, x− l)− 2u(t, x) + u(t, x+ l)

l2
→ uxx(t, x)

by taking a limit as l → +0. However, the method is often not appropriate for some
mathematical models because the information about the cell shape is lost.

To overcome such a problem, a method has recently been proposed to reconsider the
far-field effect as a convolution with a delta function and approximate it by a mollifier
to make it continuous [26]. In the case of (1.9), we first write the equation by the delta
function as follows:

ut =
δl ∗ u− 2u+ δ−l ∗ u

l2
,

where δ(x) is the delta function and δa(x) = δ(x − a) for a ∈ R. Let φ ∈ C∞(R) be a

positive mollifier and φε(x) :=
1

ε
φ
(x
ε

)
for ε > 0. In this case, it is well known that the

following limit holds in the sense of distribution:

lim
ε→+0

φε(x) = δ(x).

Therefore, we expect that (1.9) can be formally approximated by the following mathe-
matical model with nonlocal effect:

ut = K ∗ u− 2

l2
u,
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whereK(x) =
1

l2
{φε(x−l)+φε(x+l)}. This method allows for continuity while retaining

information on cell shape.
In [26], more general spatially discrete mathematical models are made continuous by

nonlocal effect based on the above idea, and the consistency with the discrete mathe-
matical model is checked by numerical simulations. Furthermore, the error evaluation
of each solution is performed in the case of nonlinear scalar equations. It is shown that
for a finite time, the approximation is possible in the sense of L2 norm as long as ε is
small enough.

1.5 Mathematical models with nonlocal effect

Mathematical models with nonlocal effect appear in many other fields. In the phase
transition of solid material, u(t, x) is regarded as an order parameter representing the
state at time t and position x. For example, suppose that u = ±1 represent the state
of two different orientations of a perfect crystal denoting by SA and SB. Then, the
following Helmholtz free-energy functional is derived [5]:

E(u) =
1

4

∫ ∫
R2

K(x− y)(u(x)− u(y))2dxdy +

∫
R
W (u(x))dx,

where W is a double-well potential with minima at ±1 and K ∈ L1(R) represents as
K(x) = KAA(x)+KBB(x)− 2KAB(x), in which Ka,b(x− y) is the energy of interaction
between the orientation Sa and Sb at positions x and y. The equation of the gradient
flow of E(u) is given by

ut = K ∗ u− αu−W ′(u),

where α =
∫
RK(x)dx. We note that in this model, the integral kernel does not have to

be nonnegative as in the nonlocal diffusion equation, and the integral kernel may have
a negative part.

Mathematical models with nonlocal effect also appear in the field of neural science.
In [2], the formation of pulse waves generated during firing phenomena in the brain was
explained by the following model:

ut = K ∗ g(u)− u,

where g(u) is a monotonically non-decreasing function. Then, u(t, x), g(u) and K(x−y)
represent the average membrane potential of the neurons located at time t > 0 and
position x, the pulse emission rate and the degree of stimulation of a neuron at x from
a pulse produced by a neuron at y, respectively. From the perspective of mathematical
analysis, the case of

g(u) =

{
1 (u ≥ u0)

0 (u < u0)

9



for u0 > 0 has been analyzed extensively, and studies on the existence and the stability
of pulse solutions and the interaction between pulse solutions have been reported [2, 10,
11, 35, 36, 37]. In this case, K ∗ g(u) can be replaced by an indefinite integral of K by
assuming the shape of the solution, such as its height and width, and the equation can
be used to analyze the existence and interaction of pulse solutions.

In addition, mathematical models with nonlocal effect have been proposed to describe
the process of suture formation in the skull [57, 72] and peristalsis and its dysfunction
in the esophagus [54].

1.6 The purpose of the thesis

Mathematical models with nonlocal effect are effective in reproducing phenomena, and
the analysis of the pattern formation mechanism has become increasingly important in
recent years. In particular, localized patterns, such as stationary and traveling wave
solutions with relatively simple structures, are very important for understanding the
pattern formation of mathematical models. However, there are many technical problems
in mathematical analysis, such as difficulty in analyzing the local properties of solutions
due to the nonlocality of the equations, and in some cases, the equations cannot apply
the comparison principle and other methods for comparing solutions. Therefore, it isn’t
easy to analyze the basic properties of localized patterns, such as existence and stability.

This thesis focuses on the development of new analytical methods for considering
the spatio and temporal dynamics of solutions and their applications, to theoretically
understand how nonlocal effect affects the pattern formation process.

1.7 Outline of the thesis

The structure of this thesis is as follows: In Section 2, we discuss the existence of traveling
wave solutions for semilinear scalar equations with a sign-changing integral kernel. After
explaining the main result and its proof, we discuss the properties of traveling wave
solutions by numerical simulations. This thesis also presents the results of constructing
a new comparison principle for scalar equations with a sign-changing integral kernel. In
Section 3, we analyze the time evolution of spatial patterns that can be approximated
by the superposition of multiple localized patterns. We first show that for the general
reaction-diffusion equation with nonlocal effect, the solution can be approximated by the
superposition of localized patterns if the distances between the localized patterns are
sufficiently large. Furthermore, we explain that the positions of each localized pattern
can be derived from ordinary differential equations. After that, we analyze the time
evolution of spatial patterns for a specific mathematical model. Finally, we consider the
behavior of zero points for the diffusion equation and the fractional diffusion equation
in Section 4. To understand the asymptotic shape of the solutions, we focus on the
asymptotic behavior of the zero points, and explain the results and differences in each
case.

As a reminder, the notation and symbols introduced in each section are used only in
that section.
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2 Existence of traveling wave solutions to nonlocal semi-
linear scalar equation with sigh-changing integral kernel

The contents from Subsection 2.3 to Subsection 2.7 are based on the paper [23] and
master’s thesis of the author [45]. These results are based on the joint research with
Professor Shin-Ichiro Ei, Professor Jong-Shenq Guo, and Professor Chin-Chin Wu. The
results in Subsection 2.8 are newly obtained in this thesis.

2.1 Introduction

Mathematical models with nonlocal effect appear in various fields, as explained in the
previous section. When the integral kernel is nonnegative, mathematical analyses of
these mathematical models have reported many results concerning the existence and
stability of nontrivial stationary solutions and traveling wave solutions. The analysis
methods to the reaction-diffusion equations can apply many equations with the non-
negative integral kernel, such as the comparison principle. However, for equations with
a sign-changing integral kernel, only exceptional cases have been treated. One of the
reasons for this is that even a scalar equation has inherent properties of the solution
equivalent to those of the multi-component reaction-diffusion equation, such as Turing
instability.

The motivation of this study is to develop an analytical method for equations with
a sign-changing integral kernel. We consider the scalar equation which has a diffusion
term, a nonlocal term, and a simple nonlinear term. The aim is to show a traveling wave
solution, which is one of the localization patterns. In the next subsection, we describe
the problem setup and introduce previous studies on the problem. After that, we state
the main result and give its proof based on the results of [23, 45]. The results of rigorous
mathematical analysis are presented, followed by a discussion of the behavior of the
solutions by numerical calculations.

In this thesis, super-sub solutions are newly defined for the equation with a sign-
changing kernel. Furthermore, a comparison principle for solutions of evolution equations
with a sign-changing integral kernel is developed. Finally, we present the result and give
a summary.

2.2 Setting

In this section, we consider the following semilinear scalar equation with nonlocal effect:

ut = duxx + (K ∗ u− αu) + f(u), t > 0, x ∈ R, (2.1)

where d is a non-negative constant.
Throughout of this section, we assume that the integral kernel K(x) satisfies

K(x) = K(−x) ̸≡ 0 (x ∈ R), K ∈ C(R) ∩ L1(R), α :=

∫
R
K(x)dx ≥ 0 (K1)

11



Figure 2: The graph of typical example of the nonlinear function (2.2).

and

∀λ > 0,

∫
R
|K(x)|eλxdx <∞. (K2)

Furthermore, we suppose that the nonlinear term f(u) satisfies{
f ∈ Liploc(R), f(0) = f(1) = 0,

f > 0 in (0, 1), f < 0 in (1,∞), f ′(0) > 0.
(N1)

Typical examples are K(x) =
1√
π

(
e−x2 − 1

2
e−x2/4

)
as in Fig. 1 and

f(u) =

{
2− 2u, u ∈

(
1
2 ,+∞

)
,

2u, u ∈
(
−∞, 12

] (2.2)

as in Fig. 2.
In this section, we first consider the existence of traveling wave solutions. Here, a

solution u to (2.1) is called a traveling wave solution if there exist a constant c (the
wave speed) and a sufficiently smooth function ϕ (the wave profile) such that u(t, x) =
ϕ(x+ ct). Setting the moving coordinate ξ := x+ ct, the wave profile ϕ satisfies

cϕ′ = dϕ′′ + (K ∗ ϕ− αϕ) + f(ϕ), ξ ∈ R. (TW1)

Moreover, we focus on the traveling wave solutions connecting the state u = 0 and u = 1:

ϕ(−∞) = 0, ϕ(+∞) = 1. (TW2)

The equation (2.1) has been studied as an equation that replaces the local diffusion
of the reaction-diffusion equation with the nonlocal diffusion. The existence of traveling
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wave solutions satisfying (TW1) and (TW2) has been investigated when d = 0 the
integral kernel is nonnegative [18, 61, 69]. The main argument of the proof is based
on the comparison principle. The detailed idea is to construct a monotone sequence of
functions from a monotone upper solution, and to show that there exists a monotone
solution as its limit. To show that the limiting monotone solution is not trivial, lower
solution is constructed well.

On the other hand, the equation (2.1) appears as a mathematical model in neural
science [56] and material science [5, 8], where the integral kernel may change sign in order
to describe the interaction between substances. In this cases, the comparison principle
does not hold in general for the equation (2.1), and similar methods cannot be used.
Because of this, the existence of traveling wave solutions was not even known.

2.3 Main results

Before stating the main results, we prepare some notations and assumptions. At first,
we set

K±(x) := max{±K(x), 0}.

We remark that K = K+ −K− and |K| = K+ +K−. Let us define two quantities as
follows:

cQ := inf
λ∈(0,λ̂)

Q(λ)

λ
, Q(λ) := dλ2 +

∫
R
K(y)e−λydy − α+ f ′(0), (2.3)

cR := inf
λ∈(0,∞)

R(λ)

λ
, R(λ) := dλ2 +

∫
R
|K(y)|e−λydy − α+ f ′(0). (2.4)

Here, λ̂ is the smallest positive zero of Q(λ) if it exists, otherwise, we set λ̂ = +∞. From
the definition, cR > cQ holds.

Remark 2.1. There is a case cQ = 0 when K has small negative parts. For example,
we set

K(x) = (1 + ε)J(x)− ε

2
(J(x− 1) + J(x+ 1)),

where ε > 0, J ∈ C0(R) is nonnegative even function satisfying suppJ(x) ⊂
[
−1

2 ,
1
2

]
and∫

R J(y)dy = 1. In this case, α = 1 holds. For convenience, we put f ′(0) = 1 and d = 0.
Then, we obtain

Q(λ) =

∫
R
K(y)e−λydy = {1 + ε− ε cosh(λ)}

∫
R
J(y)e−λydy.

Since
∫
R J(y)e

−λydy is positive for all λ > 0, we immediately have λ̂ = cosh−1
(
1+ε
ε

)
∈

(0,∞). Thus, we obtain cQ = 0.

13



Next, we assume that the nonlinear term f(u) satisfies (N1) and the following con-
dition:

∃u− ≤ 0, ∃u+ ≥ 1 s.t. ∀u ∈ [u−, u+], |f(u)| ≤ f ′(0)|u|. (N2)

We give the following two assumptions:

Assumption 2.2. f satisfies (N1) and (N2). There exists a ∈ (u−, 0) such that

f(a) = 0, f(u) < 0 in (a, 0), f(u) > 0 in (−∞, a). (2.5)

And there is a constant η ∈ (0, 1) satisfying

f(u) = f ′(0)u for u ∈ [0, η]. (2.6)

Moreover, K− satisfies ∫
R
K−(y)dy ≤ min

{
−f(δ)
δ − γ

,
f(γ)

δ − γ

}
(2.7)

for some δ ∈ (1, u+) and γ ∈ (u−, a).

Example 2.3. Let us consider the case that

f(u) =


1− u, u ∈

(
1
2 ,+∞

)
,

u, u ∈
[
−1

2 ,
1
2

]
,

−1− u, u ∈
(
−∞,−1

2

)
.

(2.8)

Then, a = −1, η = 1
2 and f ′(0) = 1 holds. f satisfies (N2) for any u− ∈ (0,∞) and

u+ ∈ (1,∞). Furthermore, since we have

sup
δ>1

−f(δ)
δ − γ

= 1, ∀γ < −1, sup
γ<−1

f(γ)

δ − γ
= 1, ∀δ > 1,

if the integral kernel K(x) satisfies∫
R
K−(y)dy < 1,

then Assumption 2.2 holds.

Assumption 2.4. f satisfies (N1) and (N2). Also, f satisfies (2.6) and f ′(0) > α.
Furthermore, K− satisfies∫

R
K−(y)dy ≤ min

{
−f(δ)
δ

,
(f ′(0)− α)η

δ

}
(2.9)

for some δ ∈ (1, u+).
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Example 2.5. Let f be (2.8) and let α = 0. Then, since we have

−f(δ)
δ

=
δ − 1

δ
,

(f ′(0)− α)η

δ
=

1

2δ

by setting δ = 3
2 , if the integral kernel K(x) satisfies∫

R
K+(y)dy =

∫
R
K−(y)dy ≤ 1

3
,

then Assumption 2.4 holds.

Let us introduce the first main result.

Theorem 2.6. Let Assumption 2.2 be enforced. Then, for all c > cR, there exists
ϕ(x) ̸≡ 0 satisfying (TW1) and ϕ(−∞) = 0.

Theorem 2.6 only mentions the existence of nontrivial traveling wave solutions sat-
isfying ϕ(−∞) = 0. Whether the wave profile is positive or satisfies ϕ(+∞) = 1 is not
well understood.

Before stating next main result, we define

Ck
b (R) := {g ∈ Ck(R) | ||g(j)||∞ <∞, j = 0, 1, . . . , k}, ∥g∥∞ := sup

ξ∈R
|g(ξ)|.

In particular, Cb(R) := C0
b (R). Then, the following result holds.

Theorem 2.7. Let Assumption 2.4 be enforced. Then, for all c > cR, there exists ϕ > 0
satisfying (TW1), ϕ(−∞) = 0 and

lim inf
ξ→+∞

ϕ(ξ) > 0. (2.10)

Especially, if c > max{cR, cK} and ϕ ∈ C2
b (R), then ϕ(+∞) = 1 holds. Here, cK is a

constant define as

cK :=

√(∫
R
|K(y)|dy

)(∫
R
y2|K(y)|dy

)
.

Remark 2.8. As we will show in Proposition 2.20 below, we obtain ϕ ∈ C2
b (R) if d > 0,

or if d > 0 and f ∈ C1(R).

To prove the existence of traveling wave solutions, the upper-lower solutions are newly
defined to be natural extensions of the case that the integral kernel is nonnegative. After
that, we construct to show the existence of traveling wave solutions by using Schauder’s
fixed point theorem.

15



2.4 Construction of upper-lower solutions

We first introduce the new notion of upper-lower solutions of (TW1).

Definition 2.9. For c > 0, a pair of continuous function {ϕ, ϕ} are upper-lower solu-
tions of (TW1) if

cϕ
′
(ξ) ≥ dϕ

′′
(ξ) + (K+ ∗ ϕ)(ξ)− (K− ∗ ϕ)(ξ)− αϕ(ξ) + f(ϕ(ξ)), ∀ ξ ∈ R \A,

cϕ′(ξ) ≤ dϕ′′(ξ) + (K+ ∗ ϕ)(ξ)− (K− ∗ ϕ)(ξ)− αϕ(ξ) + f(ϕ(ξ)), ∀ ξ ∈ R \A,

holds for some finite set A ⊂ R.

Each differential-integral inequality is not described by a single function due to the
fact that the integral kernel has a negative part, which makes it very difficult to construct
upper-lower solutions, and this is the technical difficulty of this study.

Next, we construct upper-lower solutions of (TW1). For any c > cR, we can take
λ1 ∈ (0, λ̂) satisfying the following conditions:

Q(λ1) = cλ1, Q(λ) > cλ for all λ ∈ [0, λ1). (2.11)

From the definition of cR, there are two roots λ2 < λ3 of R(λ) = cλ satisfying

R(λ) < cλ, ∀λ ∈ (λ2, λ3); R(λ) > cλ, ∀λ ∈ [0, λ2) ∪ (λ3,∞). (2.12)

Here, we note that λ2 > λ1.
Now, we fix ν > 1 satisfying νλ1 ∈ (λ2, λ3). For h > 1, we consider the function

ρ(ξ) := eλ1ξ − heνλ1ξ, ξ0 :=
− lnh

(ν − 1)λ1
, ξM :=

− ln(hν)

(ν − 1)λ1
(2.13)

Then, we have

ρ(ξ)


> 0 (ξ < ξ0)

= 0 (ξ = ξ0)

< 0 (ξ > ξ0)

Moreover,
ρ(ξ) ≤ ρ(ξM ) = C(ν)h−1/(ν−1), ∀ ξ ∈ R (2.14)

holds, where C = C(ν) := ν−1/(ν−1)(1−1/ν). Now, we fix h satisfying ρ(ξM ) ≤ η. Here,
η is a constant defined in (2.6). For convenience, we set

N1(ξ) := −cϕ′(ξ) + dϕ
′′
(ξ) + (K+ ∗ ϕ)(ξ)− (K− ∗ ϕ)(ξ)− αϕ(ξ) + f(ϕ(ξ)),

N2(ξ) := −cϕ′(ξ) + dϕ′′(ξ) + (K+ ∗ ϕ)(ξ)− (K− ∗ ϕ)(ξ)− αϕ(ξ) + f(ϕ(ξ)).

From Definition 2.9, if there are functions {ϕ, ϕ} satisfying N1(ξ) ≤ 0 and N2(ξ) ≥ 0
for all ξ ∈ R expect for finite points, then these functions are upper-lower solutions of
(TW1). Let us define

I±(λ) :=

∫
R
K±(y)e−λydy.

We remark that I+(λ), I−(λ) <∞ holds, since K satisfies (K2).
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Lemma 2.10. Let Assumption 2.2 be enforced. We set

ϕ(ξ) = min{eλ1ξ + heνλ1ξ, δ}, ϕ(ξ) = max{eλ1ξ − heνλ1ξ, γ} (2.15)

Then, for all c > cR, {ϕ, ϕ} are upper-lower solutions of (TW1).

Proof. We define ξi (i = 1, 2) as

eλ1ξ1 + heνλ1ξ1 = δ, eλ1ξ2 − heνλ1ξ2 = γ.

Then, the functions defined by (2.15) are represented as

ϕ(ξ) =

{
eλ1ξ + heνλ1ξ, ξ ≤ ξ1,

δ, ξ ≥ ξ1,
ϕ(ξ) =

{
eλ1ξ − heνλ1ξ, ξ ≤ ξ2,

γ, ξ ≥ ξ2.

We first prove N1(ξ) ≤ 0. When ξ < ξ1, ϕ(ξ) = eλ1ξ + heνλ1ξ holds. By using
ϕ(ξ) ≤ eλ1ξ + heνλ1ξ ≤ δ ≤ u+, ϕ(ξ) ≥ eλ1ξ − heνλ1ξ for ξ ∈ R, (N2), (2.11) and (2.12),
we obtain

N1(ξ) ≤ −c(λ1eλ1ξ + hνλ1e
νλ1ξ) + d{λ21eλ1ξ + h(νλ1)

2eνλ1ξ}

+

∫
R
K+(y)[eλ1(ξ−y) + heνλ1(ξ−y)]dy

−
∫
R
K−(y)[eλ1(ξ−y) − heνλ1(ξ−y)]dy − α(eλ1ξ + heνλ1ξ) + f(eλ1ξ + heνλ1ξ)

= eλ1ξ
{
−cλ1 + dλ21 + I+(λ1)− I−(λ1)− α

}
+heνλ1ξ

{
−cνλ1 + d(νλ1)

2 + I+(νλ1) + I−(νλ1)− α
}
+ f(eλ1ξ + heνλ1ξ)

= eλ1ξ
{
−cλ1 +Q(λ1)− f ′(0)

}
+heνλ1ξ

{
−cνλ1 +R(νλ1)− f ′(0)

}
+ f(eλ1ξ + heνλ1ξ)

< f(eλ1ξ + heνλ1ξ)− f ′(0)(eλ1ξ + heνλ1ξ) ≤ 0.

In the case ξ > ξ1, we know ϕ(ξ) = δ. Since we have ϕ(ξ) ≤ δ and ϕ(ξ) ≥ γ for ξ ∈ R
and (2.7), we deduce

N1(ξ) ≤ 0 + 0 + δ

∫
R
K+(y)dy − γ

∫
R
K−(y)dy − αδ + f(δ)

= (δ − γ)

∫
R
K−(y)dy + f(δ) ≤ 0.

Thus, N1 ≤ 0 holds on R \ {ξ1}.
Next, we show N2(ξ) ≥ 0. When ξ < ξ2, we know that ϕ(ξ) = eλ1ξ − heνλ1ξ. Then,

17



by using (2.11) and (2.12), we obtain

N2(ξ) ≥ −c(λ1eλ1ξ − hνλ1e
νλ1ξ) + d{λ21eλ1ξ − h(νλ1)

2eνλ1ξ}

+

∫
R
K+(y)[eλ1(ξ−y) − heνλ1(ξ−y)]dy

−
∫
R
K−(y)[eλ1(ξ−y) + heνλ1(ξ−y)]dy − α(eλ1ξ − heνλ1ξ) + f(eλ1ξ − heνλ1ξ)

= eλ1ξ
{
−cλ1 + dλ21 + I+(λ1)− I−(λ1)− α

}
−heνλ1ξ

{
−cνλ1 + d(νλ1)

2 + I+(νλ1) + I−(νλ1)− α
}
+ f(eλ1ξ − heνλ1ξ)

= eλ1ξ
{
−cλ1 +Q(λ1)− f ′(0)

}
−heνλ1ξ

{
−cνλ1 +R(νλ1)− f ′(0)

}
+ f(eλ1ξ − heνλ1ξ)

> f(eλ1ξ − heνλ1ξ)− f ′(0)(eλ1ξ − heνλ1ξ).

In the case that eλ1ξ−heνλ1ξ ≤ 0, we obtain f(eλ1ξ−heνλ1ξ)−f ′(0)(eλ1ξ−heνλ1ξ) ≥ 0
from (N2) and u− ≤ γ ≤ eλ1ξ − heνλ1ξ ≤ 0. On the other hand, when eλ1ξ − heνλ1ξ ≥
0 holds, we have ρ(ξ) ≤ η from the choice of h. Thus, by using (2.6), we deduce
f(eλ1ξ − heνλ1ξ)− f ′(0)(eλ1ξ − heνλ1ξ) = 0. Thus, we obtain N2(ξ) ≥ 0 for ξ < ξ2.

Finally, since ϕ(ξ) = γ for ξ > ξ2, we have

N2(ξ) ≥ 0 + 0 + γ

∫
R
K+(y)dy − δ

∫
R
K−(y)dy − αγ + f(γ)

= −(δ − γ)

∫
R
K−(y)dy + f(γ) ≥ 0

from (2.7). Thus, N2 ≥ 0 holds on R \ {ξ2}.
From the above calculations, we obtain the desired assertion.

Next, we introduce the upper-lower solutions under the condition of Assumption 2.4.
λ1, ν are same as the above argument. Only h is changed here so that ρ(ξM ) = η is
satisfied. Then, the following lemma is obtained.

Lemma 2.11. Let Assumption 2.4 be enforced. We set

ϕ(ξ) = min{eλ1ξ + heνλ1ξ, δ}, ϕ(ξ) =

{
eλ1ξ − heνλ1ξ, ξ ≤ ξM ,

η, ξ ≥ ξM
(2.16)

Then, for all c > cR, {ϕ, ϕ} are upper-lower solutions of (TW1).

Proof. Let ξ1 ∈ R be the constant defined in the proof of Lemma 2.10. In the case
ξ < ξ1, we obtain N1(ξ) ≤ 0 from the same calculation to the proof of Lemma 2.10.

When ξ > ξ1, we have ϕ(ξ) = δ holds. By using ϕ(ξ) ≤ δ, ϕ(ξ) ≥ 0 for ξ ∈ R and
(2.9), we deduce

N1(ξ) ≤ 0 + δ

∫
R
K+(y)dy − αδ + f(δ)

= δ

∫
R
K−(y)dy + f(δ) ≤ 0.
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Hence, N1 ≤ 0 holds on R \ {ξ1}.
Next, let us show N2(ξ) ≥ 0. In the case ξ < ξM , we know that ϕ(ξ) = eλ1ξ−heνλ1ξ ∈

(0, η]. Then, from the same calculation to the proof of Lemma 2.10 and the conditions
(2.11), (2.12) and (2.6), we obtain

N2(ξ) ≥ −c(λ1eλ1ξ − hνλ1e
νλ1ξ) + d{λ21eλ1ξ − h(νλ1)

2eνλ1ξ}+ eλ1ξI+(λ1)− heνλ1ξI+(νλ1)

−eλ1ξI−(λ1)− heνλ1ξI−(νλ1)− α(eλ1ξ − heνλ1ξ) + f(eλ1ξ − heνλ1ξ)

= eλ1ξ
{
−cλ1 + dλ21 + I+(λ1)− I−(λ1)− α

}
−heνλ1ξ

{
−cνλ1 + d(νλ1)

2 + I+(νλ1) + I−(νλ1)− α
}
+ f(eλ1ξ − heνλ1ξ)

> f(eλ1ξ − heνλ1ξ)− f ′(0)(eλ1ξ − heνλ1ξ) = 0.

Finally, since ϕ(ξ) = η holds when ξ > ξM , we have

N2(ξ) ≥ 0 + 0 + 0− δ

∫
R
K−(y)dy − αη + f(η)

= −δ
∫
R
K−(y)dy − αη + f ′(0)η ≥ 0

by using (2.9). Thus, N2 ≥ 0 holds on R \ {ξM}.
From the above calculations, we obtain the desired assertion.

2.5 Construction of invariant sets

2.5.1 The case d = 0

Let κ := sup
{

|f(u)−f(v)|
|u−v| | u, v ∈ [u−, u+], u ̸= v

}
. We introduce the integral operator

P c
0 [z](ξ) :=

1

c

∫ ξ

−∞
e−µ(ξ−y)G[z](y)dy,

where µ := (α+ κ)/c and G[z](ξ) := (K ∗ z)(ξ) + κz(ξ) + f(z(ξ)).
By differentiating P c

0 [z], we obtain

d

dξ
P c
0 [z](ξ) =

1

c
{(K ∗ z)(ξ) + κz(ξ) + f(z(ξ))} − α+ κ

c
P c
0 [z](ξ).

Thus, we can find that ϕ is a fixed point of P c
0 if and only if (c, ϕ) satisfies (TW1).

In the following, we assume that there are upper-lower solutions {ϕ, ϕ} satisfying

(1) ϕ, ϕ : R → [u−, u+], (2) ϕ(ξ) ≤ ϕ(ξ) (ξ ∈ R).

Let Γ := {ψ ∈ C(R) | ϕ(ξ) ≤ ψ(ξ) ≤ ϕ(ξ)}. Then, we obtain the following lemma:

Lemma 2.12. Γ ⊂ C(R) is a invariant set of P c
0 .

19



Proof. Let us show that P c
0 [z] ∈ Γ for any z ∈ Γ. Now, we have

G[z](y) ≤ (K+ ∗ ϕ)(y)− (K− ∗ ϕ)(y) + κϕ(y) + f(ϕ(y)) ≤ cϕ
′
(y) + cµϕ(y),

for almost all y ∈ R, because κz1+f(z1) ≤ κz2+f(z2) holds for any z1, z2 ∈ R satisfying
u− ≤ z1 ≤ z2 ≤ u+. From this, we obtain

P c
0 [z](ξ) =

1

c

∫ ξ

−∞
e−µ(ξ−y)G[z](y)dy

≤
∫ ξ

−∞
e−µ(ξ−y)[ϕ

′
(y) + µϕ(y)]dy = ϕ(ξ).

Similarly, P c
0 [z](ξ) ≥ ϕ(ξ) holds. It is obvious that P c

0 [z] ∈ C(R), and then we have
P c
0 [z] ∈ Γ.

Next, let us prove that P c
0 : Γ → Γ is a compact operator with respect to a suitable

weighted norm. For sufficiently small θ > 0, we define

Bθ(R) := {z ∈ C(R) | ∥z∥θ <∞}, ∥z∥θ = sup
ξ∈R

|z(ξ)|e−θ|ξ|. (2.17)

We remark that (Bθ(R), ∥z∥θ) is a Banach space and Γ is a closed convex subset of
Bθ(R).

Lemma 2.13. Let θ ∈ (0, µ). Then, P c
0 : Γ → Γ is continuous with respect to ∥ · ∥θ.

Proof. We first prove that G : Γ → Bθ(R) is continuous. For any z1, z2 ∈ Γ, we have

|G[z1](ξ)−G[z2](ξ)|e−θ|ξ| ≤ |K| ∗ |z1 − z2|(ξ)e−θ|ξ| + κ∥z1 − z2∥θ + ∥f(z1)− f(z2)∥θ
≤ |K| ∗ |z1 − z2|(ξ)e−θ|ξ| + 2κ∥z1 − z2∥θ.

Since |ξ − y| − |y| ≤ |ξ| (ξ, y ∈ R) holds, we deduce

|K| ∗ |z1 − z2|(ξ)e−θ|ξ| =

∫
R
|K(y)| |z1 − z2|(ξ − y)e−θ|ξ|dy

≤
∫
R
|K(y)|eθ|y| |z1 − z2|(ξ − y)e−θ|ξ−y|dy

≤
(∫

R
|K(y)|eθ|y|dy

)
∥z1 − z2∥θ.

Hence, we obtain

∥G[z1](ξ)−G[z2](ξ)∥θ ≤
(∫

R
|K(y)|eθ|y|dy + 2κ

)
∥z1 − z2∥θ. (2.18)

This means that G : Γ → Bθ(R) is continous.
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We next show that P c
0 : Γ → Γ is continuous. For all z1, z2 ∈ Γ, we obtain

|P c
0 [z1](ξ)− P c

0 [z2](ξ)|e−θ|ξ| ≤ 1

c

∫ ξ

−∞
e−µ(ξ−y)|G[z1]−G[z2]|(y)e−θ|ξ|dy

≤
∫
R |K(y)|eθ|y|dy + 2κ

c
∥z1 − z2∥θ

∫ ξ

−∞
e−µ(ξ−y)e−θ(|ξ|−|y|)dy

by using (2.18). Here, when ξ ≤ 0, we have∫ ξ

−∞
e−µ(ξ−y)e−θ(|ξ|−|y|)dy =

∫ ξ

−∞
e−(µ−θ)(ξ−y)dy =

1

µ− θ
.

Furthermore, in the case that ξ > 0, we deduce∫ ξ

−∞
e−µ(ξ−y)e−θ(|ξ|−|y|)dy = e−(µ+θ)ξ

(∫ 0

−∞
e(µ−θ)ydy +

∫ ξ

0
e(µ+θ)ydy

)
=

1

µ+ θ
+ e−(µ+θ)ξ

(
1

µ− θ
− 1

µ+ θ

)
≤ 1

µ− θ
.

Thus,

∥P c
0 [z1]− P c

0 [z2]∥θ ≤
∫
R |K(y)|eθ|y|dy + 2κ

c(µ− θ)
∥z1 − z2∥θ

holds. This inequality yields the conclusion of the lemma.

Lemma 2.14. Let θ ∈ (0, µ). Then, P c
0 : Γ → Γ is compact with respect to ∥ · ∥θ.

Proof. First, it is obvious that P c
0Γ is uniformly bounded, because P c

0Γ ⊂ Γ holds
from Lemma 2.12. Thus, let us prove that P c

0Γ is equicontinous. By setting M =
max{∥ϕ∥∞, ∥ϕ∥∞}, for any z ∈ Γ, we have

c

∣∣∣∣ ddξP c
0 [z](ξ)

∣∣∣∣ ≤ (∫
R
|K(y)|dy + µ+ κ

)
M + sup

u∈[−M,M ]
|f(u)|.

Thus, we immediately deduce that P c
0Γ ⊂ Γ is equicontinous.

We next prove that P c
0 : Γ → Γ is a compact operator with respect to the weighted

norm ∥ · ∥θ. Namely, we show that for any sequence {zk}∞k=1 ⊂ Γ, {P [zk]}∞k=1 ⊂ Γ has a
convergence subsequence with respect to the norm ∥ · ∥θ. Now, let us define P̃n : Γ → Γ
as

P̃n[z](ξ) :=


P c
0 [z](n) ξ > n,

P c
0 [z](ξ) ξ ∈ [−n, n],
P c
0 [z](−n) ξ < −n
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for n ∈ N. Then, P̃n : Γ → Γ is a compact operator with respect to the norm ∥ · ∥∞
from the Ascoli-Arzelá theorem. Hence, for any sequence {zk}∞k=1 ⊂ Γ, there exist a
subsequence {zk1(j)}∞j=1 ⊂ {zk}∞k=1 and ψ1 ∈ Γ such that

sup
ξ∈[−1,1]

|P̃1[zk1(j)](ξ)− ψ1(ξ)| → 0 (j → ∞).

Thus, there is φ1 ∈ {zk1(j)}∞j=1 satisfying

sup
ξ∈[−1,1]

|P̃1[φ1](ξ)− ψ1(ξ)| ≤ 1.

Similarly, there exist {zk2(j)}∞j=1 ⊂
(
{zk1(j)}∞j=1\{φ1}

)
and ψ2 ∈ Γ such that

sup
ξ∈[−2,2]

|P̃2[zk2(j)](ξ)− ψ2(ξ)| → 0 (j → ∞), ψ2(ξ) = ψ1(ξ) (ξ ∈ [−1, 1]).

Thus, there is φ2 ∈ {zk2(j)}∞j=1 satisfying

sup
ξ∈[−2,2]

|P̃2[φ2](ξ)− ψ2(ξ)| ≤
1

2
.

By applying the above argument repeatedly, for any n ≥ 2, there exist φn ∈ {zk}∞k=1

and ψn ∈ Γ such that

sup
ξ∈[−n,n]

|P̃n[φn](ξ)− ψn(ξ)| ≤
1

n
, φn ̸≡ φn−1, ψn(ξ) = ψn−1(ξ) (ξ ∈ [−n+ 1, n− 1]).

From the construction method, {ψn}∞n=1 converges pointwise to some ψ satisfying

ψ(ξ) = ψn(ξ) (ξ ∈ [−n, n]), ψ ∈ Γ.

Hence, we obtain

∥P c
0 [φn]− ψ∥θ ≤ sup

|ξ|>n
|P c

0 [φn](ξ)− ψn(ξ)|e−θ|ξ| + sup
|ξ|≤n

|P c
0 [φn](ξ)− ψ(ξ)|e−θ|ξ|

≤ 2Me−θn + sup
|ξ|≤n

|P̃n[φn](ξ)− ψn(ξ)|

≤ 2Me−θn +
1

n
→ 0 (n→ ∞),

because |z| ≤M holds for all z ∈ Γ. This means that P c
0 : Γ → Γ is a compact operator

with respect to the weighted norm ∥ · ∥θ.

Thus, the following proposition is obtained by applying Schaudar’s fixed point the-
orem:
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Proposition 2.15. For c > 0, we assume that there are upper-lower solutions {ϕ, ϕ} of
(TW1) satisfying the following conditions:

(1) ϕ, ϕ : R → [u−, u+], (2) ϕ(ξ) ≤ ϕ(ξ) (ξ ∈ R).

Then, there exists a solution ϕ of (TW1) such that ϕ ≤ ϕ ≤ ϕ holds on R.

The upper-lower solutions constructed in Subsection 2.3 satisfies the assumptions in
the statement of Proposition 2.15. Hence, in the case that d = 0, we obtain Theorem
2.6 and the first part of Theorem 2.7 from Lemma 2.10, Lemma 2.11 and Proposition
2.15.

2.5.2 The case d > 0

Next, we consider the case d > 0. For c > 0, we introduce the integral operator

P c
d [z](ξ) :=

1

d(µ+ − µ−)

[∫ +∞

ξ
eµ

+(ξ−y) +

∫ ξ

−∞
eµ

−(ξ−y)

]
G[z](y)dy,

where µ+ > 0 > µ− are roots of dµ2 − cµ − (α + κ) = 0. By differentiating P c
d [z], we

obtain

c
d

dξ
P c
d [z](ξ) = d

d2

dξ2
P c
d [z](ξ)− (α+ κ)P c

d [z](ξ) + {(K ∗ z)(ξ) + κz(ξ) + f(z(ξ))} .

This means that ϕ is a fixed point of P c
d if and only if (c, ϕ) satisfies (TW1).

Here, we assume that there are upper-lower solutions {ϕ, ϕ} satisfying

(1) ϕ, ϕ : R → [u−, u+],

(2) ϕ(ξ) ≤ ϕ(ξ) (∀ξ ∈ R),

(3) ϕ
′
(z−) ≥ ϕ

′
(z+), ϕ′(z−) ≤ ϕ′(z+), (∀z ∈ A),

where ϕ(z±) := limξ→z±0 ϕ(ξ), ϕ(z±) := limξ→z±0 ϕ(ξ) and A is a finite set given by
Definition 2.9.

Lemma 2.16. Γ ⊂ C(R) is a invariant set of P c
d .

Proof. We prove that P c
d [z] ∈ Γ for any z ∈ Γ. Since A is a finite set, we denote the

elements as ξ1 > ξ2 > · · · > ξN . Setting ξ0 = ∞ and ξN+1 = −∞, let us consider the
case that ξ ∈ (ξk+1, ξk). Since we have

G[z](y) ≤ (K+ ∗ ϕ)(y)− (K− ∗ ϕ)(y) + κϕ(y) + f(ϕ(y))

≤ −dϕ′′(y) + cϕ
′
(y) + (α+ κ)ϕ(y)
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for almost all y ∈ R,

P c
d [z](ξ) =

1

d(µ+ − µ−)

[∫ +∞

ξ
eµ

+(ξ−y) +

∫ ξ

−∞
eµ

−(ξ−y)

]
G[z](y)dy,

≤ 1

d(µ+ − µ−)

[∫ +∞

ξ
eµ

+(ξ−y) +

∫ ξ

−∞
eµ

−(ξ−y)

]
[−dϕ′′(y) + cϕ

′
(y) + (α+ κ)ϕ(y)]dy,

≤ ϕ(ξ) +
1

d(µ+ − µ−)


k∑

j=1

eµ
+(ξ−ξj)(ϕ

′
(ξj+)− ϕ

′
(ξj−))

+
N∑

j=k+1

eµ
−(ξ−ξj)(ϕ

′
(ξj+)− ϕ

′
(ξj−))

 ,

≤ ϕ(ξ)

holds. Similarly, we obtain P c
d [z](ξ) ≥ ϕ(ξ). It is obvious that P c

d [z] ∈ C(R). Thus, we
deduce P c

d [z] ∈ Γ.

The followings are obtained in the same line of the case that d = 0. We omit the
proof here.

Lemma 2.17. Let θ ∈ (0,−µ−). Then P c
d : Γ → Γ is continuous with respect to ∥ · ∥θ.

Lemma 2.18. Let θ ∈ (0,−µ−). Then, P c
d : Γ → Γ is compact with respect to ∥ · ∥θ.

Thus, we also obtain the following proposition:

Proposition 2.19. For c > 0, we assume that there are upper-lower solutions {ϕ, ϕ} of
(TW1) satisfying the following conditions:

(1) ϕ, ϕ : R → [u−, u+],

(2) ϕ(ξ) ≤ ϕ(ξ) (∀ξ ∈ R),

(3) ϕ
′
(z−) ≥ ϕ

′
(z+), ϕ′(z−) ≤ ϕ′(z+), (∀z ∈ A).

Then, there exists a solution ϕ of (TW1) such that ϕ ≤ ϕ ≤ ϕ holds on R.

The upper-lower solutions constructed in Subsection 2.3 satisfies the assumptions in
the statement of Proposition 2.19. Hence, in the case that d > 0, we obtain Theorem
2.6 and the first part of Theorem 2.7 from Lemma 2.10, Lemma 2.11 and Proposition
2.19.

2.6 Regularity of wave profiles and asymptotic profiles

We first give the result of the regularity of wave profiles.
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Proposition 2.20. Let (c, ϕ) be a solution of (TW1) satisfying c > 0, ϕ ∈ Cb(R) and
ϕ : R → [u−, u+].
(1) Suppose d > 0. Then, ϕ ∈ C2

b (R) holds if f ∈ Liploc(R). In particular, if f ∈ Ck(R)
for some k ∈ N, then ϕ ∈ Ck+2

b (R).
(2) Suppose d = 0. Then, ϕ ∈ C1

b (R) holds if f ∈ Liploc(R) In particular, if f ∈ Ck(R)
for some k ∈ N, then ϕ ∈ Ck+1

b (R)

Proof. We give only the proof of (1), because the basic approach is same.
Assume that d > 0 and f ∈ Liploc(R). Since ϕ is a fixed point of the integral operator

P c
d ,

ϕ(ξ) =
1

d(µ+ − µ−)

[∫ +∞

ξ
eµ

+(ξ−y) +

∫ ξ

−∞
eµ

−(ξ−y)

]
G[ϕ](y)dy

holds. Thus, we obtain ϕ ∈ C1(R) and

ϕ′(ξ) =
1

d(µ+ − µ−)

[
µ+

∫ +∞

ξ
eµ

+(ξ−y) + µ−
∫ ξ

−∞
eµ

−(ξ−y)

]
G[ϕ](y)dy.

Here, since we know that G[ϕ] ∈ Cb(R) if ϕ ∈ Cb(R), we have

∥ϕ′∥∞ ≤ 1

d(µ+ − µ−)

[
µ+

∫ +∞

ξ
eµ

+(ξ−y) − µ−
∫ ξ

−∞
eµ

−(ξ−y)

]
|G[ϕ](y)|dy

≤ ∥G[ϕ]∥∞
d(µ+ − µ−)

[
µ+

∫ +∞

ξ
eµ

+(ξ−y)dy − µ−
∫ ξ

−∞
eµ

−(ξ−y)dy

]
=

2∥G[ϕ]∥∞
d(µ+ − µ−)

,

and then ϕ ∈ C1
b (R) holds. Furthermore, we immediately deduce ϕ ∈ C2

b (R) from the
fact that ϕ satisfies (TW1).

When f ∈ Ck(R), we have ϕ ∈ Ck+2
b (R) by differentiating (TW1) with respect to

ξ.

In the case that the integral kernel has negative parts, the equilibrium u = 1 of the
equation (2.1) is not always stable in the sense of PDE. Hence, to obtain the limit of
the right hand side tail of the wave profile ϕ, we perform the analysis based on the L2

estimate with reference to [1]. We first obtain the following lemma.

Lemma 2.21. Let (c, ϕ) ∈ R × C2
b (R) be a solution of (TW1). Assume that c > cK .

Then, we have ϕ′ ∈ L2(R) and ϕ′(+∞) = 0.

Proof. Let

F (u) :=

∫ u

0
f(s)ds, M := ||ϕ||∞, M ′ := ||ϕ′||∞,

Mf := max
u∈[−M,M ]

|F (u)|, mj :=

∫
R
zj |K(z)|dz (j = 0, 1, 2)
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Then, we remark that cK =
√
m0m2. Multiplying ϕ′ by (TW1) and then integrating

from −q < 0 to p > 0, we obtain

0 ≤ c

∫ p

−q
(ϕ′)2(ξ)dξ =

∫ p

−q
{ϕ′[dϕ′′ + (K ∗ ϕ− αϕ) + f(ϕ)]}(ξ)dξ

=

∫ p

−q

[
d

2
{(ϕ′)2}′ + ϕ′(K ∗ ϕ− αϕ) + (F (ϕ))′

]
(ξ)dξ

≤
(∫ p

−q
(ϕ′)2(ξ)dξ

)1/2(∫ p

−q
{(K ∗ ϕ− αϕ)(ξ)}2dξ

)1/2

+ dM ′ + 2Mf .

For ξ ∈ R, we have

(K ∗ ϕ− αϕ)(ξ) =

∫
R
K(ξ − y)(ϕ(y)− ϕ(ξ))dy

=

∫
R

∫ 1

0
K(ξ − y)(y − ξ)ϕ′(ξ + s(y − ξ))dsdy.

From the Cauchy-Schwarz inequality, we deduce

{(K ∗ ϕ− αϕ)(ξ)}2

≤
(∫

R

∫ 1

0
|K(y − ξ)(y − ξ)ϕ′(ξ + s(y − ξ))|dsdy

)2

≤
(∫

R

∫ 1

0
|K(y − ξ)|(y − ξ)2dsdy

)(∫
R

∫ 1

0
|K(y − ξ)|[ϕ′(ξ + s(y − ξ))]2dsdy

)
= m2

(∫
R

∫ 1

0
|K(z)|(ϕ′(ξ + sz))2dsdz

)
.

Thus, it follows∫ p

−q
{[(K ∗ ϕ)− αϕ](ξ)}2dξ ≤ m2

∫ p

−q

∫
R

∫ 1

0
|K(z)|[ϕ′(ξ + sz)]2dsdzdξ

= m2

∫
R

∫ 1

0
|K(z)|

∫ p

−q
[ϕ′(ξ + sz)]2dξdsdz

= m2

∫
R

∫ 1

0
|K(z)|

∫ p+sz

−q+sz
[ϕ′(ξ)]2dξdsdz.

Here, by using |ϕ′| ≤M ′, the following inequality is obtained:∫ p+sz

−q+sz
[ϕ′(ξ)]2dξ =

∫ −q

−q+sz
[ϕ′(ξ)]2dξ +

∫ p

−q
[ϕ′(ξ)]2dξ +

∫ p+sz

p
[ϕ′(ξ)]2dξ

≤
∫ p

−q
[ϕ′(ξ)]2dξ + 2(M ′)2s|z|, ∀ s ∈ [0, 1], z ∈ R.
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Thus, we deduce∫ p

−q
{[(K ∗ ϕ)− αϕ](ξ)}2dξ ≤ m2

{
m0

∫ p

−q
(ϕ′)2 + (M ′)2m1

}
holds. Therefore, we obtain

c

∫ p

−q
(ϕ′)2 ≤

√
m2

{
m0

(∫ p

−q
(ϕ′)2

)2

+ (M ′)2m1

(∫ p

−q
(ϕ′)2

)}1/2

+ dM ′ + 2Mf .

If c > cK =
√
m0m2, then {

∫ p
−q(ϕ

′)2 | p > 0, q > 0} is uniformly bounded. Thus,

ϕ′ ∈ L2(R) holds. Since ϕ′ is uniform continuous on R, we obtain ϕ′(+∞) = 0.

Proposition 2.22. Let (c, ϕ) ∈ R × C2
b (R) be a solution of (TW1). Define the set

B ⊂ R as

B :=

{
u ∈

[
inf
ξ∈R

ϕ(ξ), sup
ξ∈R

ϕ(ξ)

]
| f(u) = 0

}
.

If B is a discrete set, then for any wave profile ϕ satisfying c > cK , there exists ϕ(+∞)
such that ϕ(+∞) ∈ B.

Proof. Let X be the set of all accumulation points of ϕ as ξ → +∞. We note that X
is not empty, because ϕ is bounded and continuous, We fix an arbitrary l ∈ X. Then,
there exists a sequence {ξn} satisfying ξn → +∞ and ϕ(ξn) → l (n → ∞). By setting
ψn(ξ) := ϕ(ξ + ξn), we have

cψ′
n(ξ) = dψ′′

n(ξ) + (K ∗ ψn)(ξ)− αψn(ξ) + f(ψn(ξ)), ξ ∈ R.

We remark that for any L > 0 and 1 < p < ∞, {ψn} is bounded on W 2,p([−L,L]).
From the Sobolev’s embedding theorem, there exists a subsequence {ψn(k)} ⊂ {ψn} such

that ψn(k) → ψ (k → ∞) on C1
loc(R) strongly and on W 2,p

loc (R) weakly. Therefore, ψ
satisfies

cψ′(ξ) = dψ′′(ξ) + (K ∗ ψ)(ξ)− αψ(ξ) + f(ψ(ξ)), ξ ∈ R,

From Lemma 2.21, we have

ψ′(ξ) = lim
k→∞

ϕ′(ξ + ξn(k)) = 0, ∀ ξ ∈ R

and thus obtain ψ(ξ) ≡ l. Thus, l ∈ B and X ⊂ B hold. Since ϕ is continuous, X is
connect. Thus, X is a discrete set because B is a discrete set. Therefore, ϕ(+∞) exists
and belongs to B. The proposition is proved.

From Proposition2.22, it is shown that sufficiently fast traveling wave solutions con-
verge to an equilibrium at infinity. In particular, in the case of Theorem 2.7, the fact
that lim infξ→+∞ ϕ(ξ) is positive immediately shows that ϕ(+∞) exists and ϕ(+∞) = 1.
Thus, the latter part of Theorem 2.7 is also shown.
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Figure 3: (1) The graph of the nonlinear term (2.19) when a = 0.2. (2) The graph of the integral
kernel (2.20) when B1 = 2.4, b1 = 4.0, B2 = 0.4/3.0, b2 = 4.0/9.0. (This figure is taken from my
master’s thesis [45].)

2.7 Numerical simulations

In this subsection, we introduce the results of numerical simulation to the equation (2.1).
To observe the traveling wave solutions obtained in main results, we first consider the
case that the nonlinear term f(u) is given by

f(u) =


1− u, u ∈

(
1
2 ,+∞

)
,

u, u ∈
[
−a

2 ,
1
2

]
,

−a− u, u ∈
(
−∞,−a

2

)
,

(2.19)

where a > 0. Moreover, we give the integral kernel K(x) as

K(x) =
1√
π
(B1e

−b1x2 −B2e
−b2x2

), (2.20)

where B1, B2 and b1, b2 are positive constants. In this case, we have α = B1/
√
b1 −

B2/
√
b2. The interval of numerical simulations is denoted by Ω := (0, L) with L > 0.

Since K ∗u is a nonlocal term, boundary conditions need to be extended outside the
domain. Thus, to observe the traveling wave solutions satisfying (TW2), we impose the
condition

u(t, x) =

{
1, x ≥ L,

0, x ≤ 0
(2.21)

to the numerical simulation.
We first observe the traveling wave solution (Fig. 4), when the initial function is

given by

u(0, x) =

{
1, x > L0,

eµ(x−L0), x ≤ L0

(2.22)

in which L0 ∈ (0, L). From the result of numerical simulations, we expect that the
traveling wave solutions are stable in some sense. Next, the result of the numerical
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Figure 4: The result of numerical simulation when the initial function is (2.22). Here, we give
d = 0.01 and µ = 1.0. From left to right: t = 13.0, t = 40.0, and t = 67.0. (This figure is taken
from my master’s thesis [45].)

Figure 5: The result of numerical simulation when the initial function is (2.23). Here, we give
d = 0.01. From left to right: t = 46.0, t = 47.5, t = 49.0, and t = 50.5. (This figure is taken
from my master’s thesis [45].)

simulation is Fig. 5, when the intial function is given by

u(0, x) =

{
1, x > L0,

0, x ≤ L0.
(2.23)

Then, periodic traveling wave solutions, where the shape of the solution changes period-
ically, can be observed instead of traveling wave solutions. From this numerical result,
it can be deduced that the equation (2.1) has a sign-changing solution when the inte-
gral kernel changes sign. Furthermore, when the nonlinear term is changed, a traveling
wave solution with a peak near u = 1 appears, as seen in Figure 6. This suggests the
possibility that there are situations where non-monotonic traveling wave solutions exist.
From these numerical simulations, we can understand that the behavior of the solutions
to the equation (2.1) is diverse when K(x) changes sign.

2.8 Comparison principle in the case of sign-changing integral kernel

The comparison principle is a very useful theory that can evaluate time-evolving solutions
from above and below by constructing super-sub solutions. However, it is known that
the comparison principle in the usual sense does not hold in general for the equation
(2.1) with a sign-changing integral kernel because of the possibility of Turing instability.
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Figure 6: The result of numerical simulation when the initial function is (2.22). Here, we give
d = 0.01 and f(u) = u(1 − u)(u + 0.25). The left figure shows the profile at t = 76.0, and the
right figure is an image magnified near u = 1 in the left figure. (This figure is taken from my
master’s thesis [45].)

Therefore, as a final result of this section, we introduce a new definition of super-sub
solution based on the definition of upper-lower solution introduced in [23, 45], and show
that a different form of the comparison principle is possible. In particular, only the
case d = 0 is intrinsically important, and if it can be introduced in this case, it can be
extended to the case d > 0. Therefore, this subsection deals only with the case d = 0.

Let us now introduce a new definition of super-sub solutions.

Definition 2.23. Let T ∈ (0,+∞). A pair of function {u, u} ⊂ C1([0, T ];L∞(R)) are
super-sub solutions of (2.1) with d = 0 if for any t ∈ [0, T ],

ut ≥ (K+ ∗ u)− (K− ∗ u)− αu+ f(u),

cut ≤ (K+ ∗ u)− (K− ∗ u)− αu+ f(u)

holds for almost all x ∈ R.

Remark 2.24. In the usual comparison principle, a super-sub solution is defined so that
each is a function satisfying a single inequality, and it is common to define a super-sub
solution such that a solution to the equation (2.1) with d = 0 is both a super solution
and a sub solution [18, 69]. However, in this definition, the super-sub solutions are not
defined by a single inequality for each of them because the integral kernel has a negative
part, and the solution of the equation (2.1) with d = 0 is not always a super solution or
a sub solution.

Remark 2.25. We note that for c > 0, (u(t, x), u(t, x)) = (ϕ(x+ct), ϕ(x+ct)) is upper-

lower solutions of (2.1) with d = 0, where {ϕ, ϕ} are upper-lower solutions of (TW1)
with d = 0.

Then, the following theorem is obtained.

Theorem 2.26. Let T ∈ (0,+∞) and u ∈ C1([0, T ];L∞(R)) be a solution of (2.1) with
d = 0. Let {u, u} ⊂ C1([0, T ];L∞(R)) be super-sub solutions of (2.1) with d = 0. If
u(0, x) ≤ u(0, x) ≤ u(0, x) holds almost all x ∈ R, then for any t ∈ [0, T ], u(t, x) ≤
u(t, x) ≤ u(t, x) holds almost all x ∈ R.
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Proof. The proof is based on the method of [69] and uses the theory of ordinary differ-
ential equations on L∞(R).

Let v, v ∈ C1([0, T ];L∞(R)) be

v(t, x) := eζt(u− u)(t, x), v(t, x) := eζt(u− u)(t, x),

where ζ is a positive constant determined later. Since u(t, x) is a solution of (2.1) with
d = 0, we have

vt = K+ ∗ v +K− ∗ v + (ζ − α)v + eζt(f(u+ e−ζtv)− f(u)) + eζta1(t, x)

=: F1(t, x, v, v),

vt = K+ ∗ v +K− ∗ v + (ζ − α)v + eζt(f(u)− f(u− e−ζtv)) + eζta2(t, x)

=: F2(t, x, v, v),

where

a1(t, x) = ut − (K+ ∗ u−K− ∗ u− αu+ f(u)),

a2(t, x) = −{ut − (K+ ∗ u−K− ∗ u− αu+ f(u)).

We remark that for any t ∈ (0, T ], a1 and a2 are non-negative for almost all x ∈ R. Let
w,w ∈ C1([0, T ];L∞(R)) be solutions of integral equations

w(t, x) = v(0, x) +

∫ t

0
max{F1(s, x, w(s, x), w(s, x)), 0}ds,

w(t, x) = v(0, x) +

∫ t

0
max{F2(s, x, w(s, x), w(s, x)), 0}ds.

Thus, for any t ∈ (0, T ], we obtain

w(t, x) ≥ v(0, x) ≥ 0, w(t, x) ≥ v(0, x) ≥ 0

for almost all x ∈ R. Now, we deduce that Fj(t, x, w(t, x), w(t, x)) ≥ 0 (j = 1, 2) hold
for any t ∈ (0, T ] and almost all x ∈ R by giving ζ sufficiently large such that

(ζ − α)v + eζt(f(u+ e−ζtv)− f(u)) ≥ 0

and

(ζ − α)v + eζt(f(u)− f(u− e−ζtv)) ≥ 0

hold for any t ∈ (0, T ] and almost all x ∈ R. This means that v(t, x) ≡ w(t, x) and
v(t, x) ≡ w(t, x) hold for any t ∈ [0, T ] and almost all x, because they satisfy same
equations. Therefore, the theorem is proved.

Theorem 2.26 implies that if we can construct an upper-lower solution of (TW1) with
d = 0 that satisfies the assumptions of Proposition 2.15, then a time-evolving solution
like a traveling wave solution will appear when the initial values are given in between.
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Remark 2.27. In the case that d > 0, a comparison principle of a similar form can
also be constructed based on the argument [7, 12]. However, if we want to show based on
their proof, we need to introduce a moving coordinate into the equation (2.1) and discuss
it to make {u(t, x), u(t, x)} = {ϕ(x + ct), ϕ(x + ct) a super-sub solution of (2.1) using
the upper-lower solutions {u, u} of (TW1). The results are not presented in this thesis,
as it would complicate the discussion a bit.

2.9 Summary

In this study, we have developed a method to show the existence of traveling wave
solutions for nonlocal semilinear scalar equations with a sign-changing integral kernel.
We were able to show the existence of traveling wave solutions in a particular case.
These ideas can be applied to other mathematical models with a sign-changing integral
kernel. For example, the problem of showing the existence of traveling wave solutions
can be attributed to the problem of constructing upper-lower solutions. In this study,
we considered a time evolution equation with a monostable nonlinear term, but it is also
expected to be applied to mathematical models in which the nonlinear term is bistable
[8, 60] or has a convolution term with a nonlinear term [2, 71]. Furthermore, it was
shown that traveling wave solutions with sufficiently large speeds converge to a constant
at infinity, regardless of the stability of an equilibrium. In [1], which was used as a
reference in the proof, it was applied to the traveling wave solution in the equation
containing the convolution in the nonlinear term, and the evaluation depended on the
L2 norm of the derivative of the traveling wave solution. In the present study, we did not
include any nonlinear effects on the nonlocal terms, and thus obtained relatively clean
evaluations that do not depend on the quantitative properties of wave profoles.

In addition, numerical calculations showed that two characteristic spatio-temporal
patterns emerged depending on the initial value: traveling wave solution and periodic
traveling wave solution. From this result, it is expected that the characteristic pattern
appears stable in some sense, depending on the initial value. The comparison principle
based on the newly defined super-sub solution may reveal the stability of the traveling
wave solution in some sense, but this is a challenge for the future.
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3 Weak interaction of localized patterns for reaction-diffusion
equations with nonlocal effect

The contents from Subsection 3.2 to Subsection 3.4 are based on the paper [24] which
is joint research with Professor Shin-Ichiro Ei. The contents in Subsection 3.5 and
Subsection 3.6 are introduced the extended results of [24]. The results are new in this
thesis.

3.1 Background and motivation

Pattern formation problems for reaction-diffusion equations with nonlocal effects are
challenging to analyze because the nonlocality of the equations makes it impossible to
immediately apply ordinary methods for reaction-diffusion equations such as phase-plane
analysis and variational methods. For the analysis of the reaction-diffusion equation with
nonlocal effect, there have been many works [6, 7, 8, 9, 12, 13, 16, 18, 23, 58, 73] by
using monotone semiflow, implicit function theorem, fixed point theorem, and so on.
In particular, the existence and the stability of pulse solutions and front solutions as
localized patterns have been extensively investigated [6, 7, 8, 9, 12, 13, 16]. A single
pulse or a single front solution was constructed together to consider their stability in
their works. From the perspective of pattern formation, it is essential to analyze not only
the existence and stability of localized patterns, but also the temporal changes caused
by the interaction of localized patterns. In the case of reaction-diffusion equations, Ei
[22] has proposed a method to analyze the weak interaction between localized patterns,
but the case with nonlocal effect is still an unexplored topic. Mainly, how nonlocal
effects affect weak interactions is an exciting topic, and its analysis is essential from the
perspective of pattern formation problems.

The purpose of this study is to consider weak interactions between localized patterns
for reaction-diffusion equations with nonlocal effect. We first introduce the problem
setup and then explain the main results and applications based on the results of [24]. In
particular, it is considered in [24] the case where the nonlocal effect is given by a linear
convolution such as K ∗ u.

Later, in this thesis, we developed the theory of [24] to the case where the nonlocal
effect is a nonlinear convolution such as f(K ∗ g(u)). The results are also explained.
After describing some applications, we summarize our work.

3.2 Setting

In this thesis, we treat the following multi-component reaction-diffusion equations with
nonlocal effect:

ut = Duxx +K ∗ u+ F (u), t > 0, x ∈ R, (3.1)
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where u = u(t, x) = t(u1(t, x), u2(t, x), · · · , un(t, x)) ∈ Rn, D = diag(d1, d2, ..., dn)
(dj ≥ 0), F : Rn → Rn is a smooth nonlinear function, K = K(x) ∈ Rn×n,

(K ∗ u)(t, x) :=


K1,1 K1,2 · · · · · · K1,n

K2,1 K2,2 · · · · · · K2,n
...

...
. . .

...
...

...
. . .

...
Kn,1 Kn,2 · · · · · · Kn,n

 ∗


u1
u2
...
...
un

 (t, x)

=



n∑
k=1

(K1,k ∗ uk)(t, x)

n∑
k=1

(K2,k ∗ uk)(t, x)

...

...
n∑

k=1

(Kn,k ∗ uk)(t, x)


,

the ∗ denotes the convolution with respect to the spatial variable, in which the integral
kernels Kj,k are the functions satisfyingKj,k ∈ C(R) ∩ L1(R), Kj,k(x) = Kj,k(−x) (x ∈ R),

∀λ ∈ R,
∫
R
|Kj,k(y)|eλydy <∞.

(3.2)

A typical example of Kj,k is Kj,k(x) = e−x2
. The first purpose of this thesis is to give

a mathematical criteria for the interaction between multiple pulse or front solutions for
(3.1).

We set

A(λ) :=


K̃1,1(λ) K̃1,2(λ) · · · · · · K̃1,n(λ)

K̃2,1(λ) K̃2,2(λ) · · · · · · K̃2,n(λ)
...

...
. . .

...
...

...
. . .

...

K̃n,1(λ) K̃n,2(λ) · · · · · · K̃n,n(λ)

 ,

where K̃j,k(λ) :=
∫
RKj,k(y)e

λydy for j, k = 1, 2, . . . , N .
In this study, we impose the following assumptions on (3.1)

Assumption 3.1. We suppose for (3.1) that:

H1) [Existence of stable equilibria]
There exist linearly stable equilibria P− and P+ in the ODE

ut = A(0)u+ F (u).
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H2) [Existence of traveling wave solutions]
There exist a constant θ, positive constants α, β and a function P (z) satisfying
the equation 

0 = DPzz − θPz +K ∗ P + F (P ) (z ∈ R),
|P (z)− P+| ≤ O(e−αz) (z → +∞),

|P (z)− P−| ≤ O(eβz) (z → −∞).

(3.3)

H3) [Linearized stability of traveling wave solutions]
Let a differential operator L be

Lv = Dvzz − θvz +K ∗ v + F ′(P (z))v,

for v ∈ {H2(R)}n, where the domain D(L) is defined as

D(L) = {v = t(v1, v2, · · · , vn) ∈ {L2(R)}n | θv ∈ {H1(R)}n, Dv ∈ {H2(R)}n}.

This means that

vj ∈


H2(R) (if dj > 0),

H1(R) (if dj = 0 and θ ̸= 0),

L2(R) (if dj = 0 and θ = 0)

for any j = 1, 2, . . . , n if v ∈ D(L). Then, the spectrum Σ(L) of L is given by
Σ(L) = Σ0 ∪ {0}, where 0 is a simple eigenvalue with an eigenfunction Pz and
there exists a positive constant ρ0 > 0 such that Σ0 ⊂ {z ∈ C | ℜ(z) < −ρ0}. Here,
ℜ(z) denotes the real part of z.

We call P (z) satisfying the Hypothesis 3.1 for a constant θ “(linearly) stable traveling
wave solution with velocity θ”. Many models of reaction-diffusion systems and nonlocal
equations have linearly stable traveling wave solutions in this sense [7, 19, 28, 29, 48, 70,
73].

Transforming (3.1) by z := x+ θt, we have

ut = Duzz − θuz +K ∗ u+ F (u) =: L(u). (3.4)

We note that the stable traveling wave solution P (z) is a stable stationary solution of
(3.4). Throughout this thesis, we call P (z) “pulse solution” when P− = P+ and “front
solution” when P− ̸= P+, respectively.

The purpose of this thesis is to give a general criterion for (3.1) to analyze their
interaction together with applications under the above assumptions about the existence
and the stability of a single traveling wave solution.

3.3 Main results in the case of linear nonlocal effect

We present results on the weak interaction of the pulse solutions and the front solutions.
The proofs are given in Appendix A.
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Figure 7: The images of localized patterns. (a) Pulse solution when P+ = P− = 0. (b) Front
solution when n = 1 and P+ > P−. (This figure is taken from [24].)

3.3.1 Interaction of pulse solutions

Let us consider the interaction of pulse solutions. Suppose that P (z) is a stable pulse so-
lution of (3.1) with velocity θ. Then, we can assume that P− = P+ = 0 = t(0, 0, · · · , 0) ∈
Rn without loss of generality. Fixing an arbitrarily natural number N , we consider the
interaction of N + 1 pulse solutions. We define

P (z;h) := P (z) + P (z − z1) + · · ·+ P (z − zN ),

where h = (h1, h2, ..., hN ) for hj > 0, z0 = 0 and

zj = zj(h) = zj−1 + hj (j = 1, 2, ..., N).

Define the set

M(h∗) = {Ξ(l)P (z;h) | l ∈ R, minh > h∗},

where Ξ(l) is the translation operator defined as (Ξ(l)v)(z) = v(z− l) for v ∈ {L2(R)}n.
Moreover, we set the quantity

δ(h) = sup
z∈R

|L(P (z;h))|.

We note that δ(h) is sufficiently small as long as minh is large enough. In fact, δ(h)
satisfies δ(h) → 0 as minh → +∞, since L(P (z − zj)) = 0 and L(0) = 0 for j =
0, 1, . . . , N .

Furthermore, define functions

Hj(h) = ⟨ L(P (·+ zj ;h)),Φ
∗(·) ⟩L2

for j = 0, 1, ..., N , where Φ∗ is an eigenfunction corresponding to 0 eigenvalue of the
adjoint operator L∗ of L and normalized by ⟨ Pz,Φ

∗ ⟩L2 = 1. We note that the domain
D(L∗) is equal to D(L) and Φ∗ satisfies

L∗Φ∗ := DΦ∗
zz + θΦ∗

z +
tK ∗ Φ∗ + tF ′(P (z))Φ∗ = 0. (3.5)

By applying the same line of argument in [22] based on the theory of infinite dimen-
sional dynamical systems, we obtain the following results.
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Theorem 3.2. [22] There exist positive constants h∗, C0 and a neighborhood U = U(h∗)
of M(h∗) in {H2(R)}n such that if u(0, ·) ∈ U , then there exist functions l(t) ∈ R and
h(t) ∈ RN such that

∥u(t, ·)− Ξ(l(t))P (·;h(t))∥∞ ≤ C0δ(h(t)) (3.6)

holds as long as minh(t) > h∗, where u(t, z) is a solution of (3.4) and ∥ · ∥∞ is the
sup-norm on R. Functions l(t) ∈ R and h(t) ∈ RN satisfy

ḣ = H(h) +O(δ2), (3.7)

l̇ = −H0(h) +O(δ2), (3.8)

where δ = δ(h(t)) and H = (H0 −H1,H1 −H2, · · · ,HN−1 −HN ).

Theorem 3.3. [22] Suppose all of the elements dj of D are positive. Then, there exist
positive constants C0, C1 and h∗ such that if

ḣ = H(h) (3.9)

has an equilblium h satisfying minh > h∗ and the set of eigenvalues Σ(H ′(h)) ⊂ {z ∈
C | ℜ(z) < −C0δ(h)}, there exists a stable traveling wave solution P (z + θt) of (3.1)
such that

∥P (·)− P (·;h)∥∞ ≤ C1δ(h)

and θ = H0(h)+O(δ2(h)). Here, H ′(h) denotes the linearized matrix of H with respect
to h.

If (3.9) has an equilblium h such that minh > h∗ and the set of eigenvalues Σ(H ′(h)) ⊂
{z ∈ C | ℜ(z) < −C0δ(h)} ∪ {z ∈ C | ℜ(z) > C0δ(h)} and at least one eigenvalue of
H ′(h) is in {z ∈ C | ℜ(z) > C0δ(h)}, there exists an unstable traveling wave solution
P (z + θt) of (3.1) such that

∥P (·)− P (·;h)∥∞ ≤ C1δ(h)

and θ = H0(h) +O(δ2(h)).

In [22], he constructed an attractive local invariant manifold giving the dynamics
of interacting localized patterns in the case of multi-component reaction-diffusion equa-
tions. In its proof, the integral manifold theory was used. The proof of [22] can be
also applied to multi-component reaction diffusion equations with perturbations given
by bounded operators in {L2(R)}n. Now, the nonlocal term K∗u is a bounded operator
on {L2(R)}n. Therefore, we can extend theorems in [22].

From Theorem 3.2, when the distances between localized patterns are sufficiently
large, the motion of localized patterns can be reduced to the equation (3.7) for the
distances between them. However, it is difficult to analyze Hj(h) directly. When the
pulse solution P (z) converges to 0 in an exponentially monotone way, Hj(h) can be
represented by the explicit form approximately.
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Theorem 3.4. Suppose P (z) converges to 0 satisfying

P (z) = e−αz(a+ +O(e−γz)) (z → +∞),

P (z) = eβz(a− +O(eγz)) (z → −∞)

for positive constants α, β and γ and non-zero constant vectors a± ∈ Rn, and suppose
Φ∗(z) also converges to 0 in an exponentially monotone way such that

Φ∗(z) = e−βz(b+ +O(e−γz)) (z → +∞),

Φ∗(z) = eαz(b− +O(eγz)) (z → −∞)

for non-zero constant vectors b± ∈ Rn. Then, functions Hj(h) are represented by

Hj(h) = (Mβe
−βhj+1 +Mαe

−αhj )(1 +O(e−γ′ minh)) (j = 1, 2, · · · , N − 1), (3.10)

H0(h) = Mβe
−βh1(1 +O(e−γ′ minh)), (3.11)

HN (h) = Mαe
−αhN (1 +O(e−γ′ minh)), (3.12)

for a constant γ′ > 0 and the constants Mα,Mβ are given by

Mα = ⟨(2αD + θI +A′(α))a+, b−⟩, (3.13)

Mβ = ⟨(2βD − θI +A′(β))a−, b+⟩, (3.14)

where ⟨·, ·⟩ stands for the inner product in Rn, I ∈ Rn×n is the identity matrix and
A′(λ) ∈ Rn×n is the function with respect to λ defined by

A′(λ) :=



K̃ ′
1,1(λ) K̃ ′

1,2(λ) · · · · · · K̃ ′
1,n(λ)

K̃ ′
2,1(λ) K̃ ′

2,2(λ) · · · · · · K̃ ′
2,n(λ)

...
...

. . .
...

...
...

. . .
...

K̃ ′
n,1(λ) K̃ ′

n,2(λ) · · · · · · K̃ ′
n,n(λ)


in which

K̃ ′
j,k(λ) :=

∫
R
yKj,k(y)e

λydy, (j, k = 1, 2, . . . n).

Remark 3.5. Given a function G(z) : R → Rn, we write

G(z) = e−αz(a+O(e−γz)) (z → +∞)

for some positive constants α, γ and a nonzero constant vector a ∈ Rn if there exist a
positive real number C0 and a real number C1 such that

|eαzG(z)− a| ≤ C0e
−γz (∀z ≥ C1).

We also write

G(z) = eαz(a+O(eγz)) (z → −∞)

if there exist a positive real number C0 and a real number C1 such that

|e−αzG(z)− a| ≤ C0e
γz (∀z ≤ C1).

38



Figure 8: The image of P (z;h). (a) (N+, N−) = (1, 1). (b) (N+, N−) = (2, 1). (This figure is
taken from [24].)

3.3.2 Interaction of front solutions

Next, let us consider the interaction of front solutions. We consider only the case of the
velocity θ = 0. We use x as the space variable instead of z because x = z in this case.
Basically, we use the same notations as in the previous subsection with θ = 0.

Suppose that P (x) is a stable front solution of (3.1) with θ = 0. We note that P (−x)
is also a stable front solution of (3.1) connecting from P+ to P−. We define the number
of front solutions as N + 1 = N+ + N−, where N+ and N− are the numbers of front
solutions of the shapes P (x) and P (−x), respectively. We note that either N+ = N− or
N+ − 1 = N− holds. Then, N + 1 front solutions P (x;h) are defined as

P (x;h) = P (x) + P (−(x− x1)) + P (x− x2) + · · ·

+P ((−1)N (x− xN ))− {N+P+ + (N− − 1)P−}

if N+ = N−,

P (x;h) = P (x) + P (−(x− x1)) + P (x− x2) + · · ·

+P ((−1)N (x− xN ))− {(N+ − 1)P+ +N−P−}

if N+ − 1 = N−, where h = (h1, h2, · · · , hN ) ∈ RN , xj =
∑k=j

k=1 hk for j = 1, 2, · · · , N
and x0 = 0. Moreover, we define functions Hj(h) (j = 0, 1, · · · , N) by

Hj(h) = ⟨L(P (x+ xj ;h)),Φ
∗((−1)jx)⟩L2 .

By applying the same line of argument in [22], we can also obtain the following result.

Theorem 3.6. [22] Theorems 3.2 and 3.3 hold in the same statements but

ḣj = (−1)j+1(Hj−1(h) +Hj(h)) +O(δ2) (j = 1, 2, · · · , N), (3.15)

l̇ = −H0(h) +O(δ2), (3.16)

and

H = (H0 +H1,−(H1 +H2), · · · , (−1)N+1(HN−1 +HN )).
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Same as Theorem 3.4, Hj(h) can be represented by the explicit form approximately,
when the front solution P (x) converges to P± in an exponentially monotone way.

Theorem 3.7. Suppose P (x) converges to P± as

P (x)− P+ = e−αx(a+ +O(e−γx)) (x→ +∞),

P (x)− P− = eβx(a− +O(eγx)) (x→ −∞)

for positive constants α, β and γ and non-zero constant vectors a± ∈ Rn, and suppose
Φ∗(x) converges to 0 in an exponentially monotone way such that

Φ∗(x) = e−αx(b+ +O(e−γx)) (x→ +∞),

Φ∗(x) = eβx(b− +O(eγx)) (x→ ∞)

for non-zero constant vectors b± ∈ Rn. Then, functions Hj(h) are represented by

H2j−1(h) = (M+e−αh2j−1 −M−e−βh2j )(1 +O(e−γ′ minh)) (3.17)

(j = 1, 2, · · · , N+),

H2j(h) = (M+e−αh2j+1 −M−e−βh2j )(1 +O(e−γ′ minh)) (3.18)

(j = 1, 2, · · · , N−),

H0(h) = M+e−αh1(1 +O(e−γ′ minh)), (3.19)

HN (h) =

{
M+e−αhN (1 +O(e−γ′ minh)) (if N+ = N−),

M−e−βhN (1 +O(e−γ′ minh)) (if N+ − 1 = N−)
(3.20)

for a constant γ′ > 0 and the constants M± are given by

M+ = ⟨(2αD +A′(α))a+, b+⟩, (3.21)

M− = ⟨(2βD +A′(β))a−, b−⟩. (3.22)

3.4 Applications I

In this subsection, we analyze the interaction of two stationary front solutions to the
nonlocal scalar equation

ut = duxx +K ∗ u+ f(u), (3.23)

where d > 0, K ∈ C1(R), K ′ ∈ L1(R), κ :=
∫
RK(y)dy and g(u) := f(u) + κu is a

smooth function satisfying
g(±1) = g(a) = 0, g′(±1) < 0 < g′(a),

∫ 1
−1 g(u)du = 0,

g < 0 in (−1, a) ∪ (1,∞), g > 0 in (−∞, 0) ∪ (a, 1),

g′ ≥ 0 in [r1, r2], g
′ ≤ 0 in [−1, 1]\[r1, r2]

for some constants a, r1, r2 ∈ (−1, 1) with r1 < r2. A typical example of g is g(u) =
u(1− u2).
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3.4.1 Case of a nonnegative integral kernel

We first consider the interaction of two stationary front solutions when K is nonnegative.
In this case, there exists a strictly increasing stable stationary front solution to the
equation (3.23) such that satisfying P (±∞) = ±1 [7, 13, 73]. Furthermore, when K
satisfies

∀λ > 0, A(λ) = K̃(λ) =

∫
R
K(y)eλydy <∞,

it is reported that P (x) converges to ±1 in an exponentially monotone way by [73].
Thus, we assume that P (x) converges to 1 as

P (x)− 1 = e−αx(a+ +O(e−γx)) (x→ +∞) (3.24)

for some positive constant α and a non-zero constant a+. Then, α is a positive solution
of

G(λ) := dλ2 +A(λ) + f ′(1) = 0.

From the non-negativity ofK, we immediately deduce that G(λ) is strictly monotonically
increasing function for λ > 0. Hence, we have G′(λ) = 2dλ + A′(λ) > 0 for λ > 0.
Moreover, since Φ∗ is give by

Φ∗(x) =
1

∥Px∥2L2

Px(x) → − αa+

∥Px∥2L2

e−αx (x→ +∞),

we obtain

M+ =
−α(a+)2

∥Px∥2L2

G′(α) < 0. (3.25)

Thus, the equations of l and h are given as{
l̇ = −H0(h) +O(δ2) ∼ −M+e−αh > 0,

ḣ = H0(h) +H1(h) +O(δ2) ∼ 2M+e−αh < 0.

This means the attractivity of two front solutions (Figure 9).

3.4.2 Interaction of very slow front solutions

We next focus on the interaction of two front solutions with very slow wave speed when
K is nonnegative. Let us consider the equation (3.23) with small perturbation like

ut = duxx +K ∗ u+ f(u) + εf1(u,K1 ∗ u), (3.26)

where ε is a sufficiently small constant, K1 ∈ C(R) ∩ L1(R), and f1(u, v) : R2 → R is a
smooth function satisfying

f(±1,±
∫
R
K1(y)dy) = 0.
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Figure 9: The image of the interaction of two standing fronts, when the kernel is a non-negative
function. (This figure is taken from [24].)

Let us consider the solution of (3.26) with the initial function u(0, x) close to P (x−
l(0), h(0)) for sufficiently large h(0). By a quite similar proof in [22, 27], when ε is
sufficiently small, we can show that the solution u(t, x) is close to P (x− l(t), h(t)) and{

l̇ = −M+e−αh − εCf +O(δ2 + ε2),

ḣ = 2M+e−αh + 2εCf +O(δ2 + ε2)
(3.27)

holds as long as h(t) is sufficiently large, where M+ is the constant given by (3.25) and

Cf =
1

∥Px∥2
⟨ f1(P,K1 ∗P ), Px ⟩L2 . In the case that εCf > 0, two front solutions moves

attractively. When εCf < 0, we can prove that (3.27) has an unstable equilibrium.
Thus, in this case, we can find an unstable stationary solution by a quite similar way to
the proof of Theorem 3.6.

As example, we give f1(u, v) = v and an odd function K1(x) satisfying

K1 < 0 in (0,∞).

Then, we have Cf =
1

∥Px∥2
⟨ K1 ∗ P, Px ⟩L2 .

Since P (x) is monotonically increasing, we obtain

(K1 ∗ P )(x) =
∫
R
K1(y)P (x− y)dy =

∫ ∞

0
K1(y)(P (x− y)− P (x+ y))dy > 0

and Cf > 0. From this, we can show that the existence of an unstable stationary solution
for (3.26) if ε is a sufficiently small negative constant.

3.4.3 Case of a sign-changing integral kernel

There are few results on front solutions to the equation (3.23) when the integral kernel
has a negative part. When d = 0, the existence of stationary front solutions to (3.23)
was proved in [8] using variational method under the assumptions that K satisfies κ > 0,
K̂(ξ) =

∫
RK(x)e−ixξdx ≤ K̂(0) = κ for all ξ ∈ R and some conditions. However, to the

best of our knowledge, there are no results on linearized stability.
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On the other hand, J. Siebert and E. Schöll [60] numerically suggested the existence
of a front solution with an oscillating tail when the integral kernel has a negative part.
From the result, we expect that there are cases when the front solutions of (3.23) with
sign changing integral kernels have oscillatory tails. However, we were unfortunately
unable to reveal the stability of front solutions in the case of sign changing integral
kernels. We leave it as an open problem.

In the following, we suppose that the existence of a single stationary front solution
for (3.23) with a sign-changing integral kernel and analyze formally the interaction of
two stationary front solutions.

At first, let us consider the interaction of two stationary front solutions with ex-
ponentially decaying oscillatory tails. Assume that there is a stable stationary front
solution of (3.23) with an oscillatory tail satisfying

P (x)− 1 → ℜ(eλ+xa+(1 +O(e−γx))) (x→ +∞),

where a+ ∈ C\{0} and λ+ = −α + iν+ for constants α > 0 and ν+ ̸= 0. Applying
Theorem 3.6, the equation for the distance h between front solutions is represented as

ḣ = H0 +H1.

We know that H0(h) = H1(h) from the definition of Hj(h) (j = 0, 1). Moreover, we can
calculate as

H0(h) =
1

∥Px∥2
⟨ L(P (·;h)), Px ⟩L2

=
1

∥Px∥2
⟨ f(P (·;h))− f(P (·))− f(P (−(· − h))) + f(1), Px ⟩L2 .

by using the fact that P (±(x− h)) are front solutions to (3.23) for any constant h ∈ R
and g(1) = κ + f(1) = 0. From a quite similar argument to Subsection 4.5 in [22], we
obtain

H0(h) = H1(h) = ℜ(M+eλ
+h(1 +O(e−γ′h)))

for a constant γ′ > 0 as long as h is sufficiently large, where

M+ =
a+

∥Px∥2

∫ ∞

−∞
e−λ+xPx(x){f ′(P (x))− f ′(1)}dx.

We note that the constant M+ is well-defined because the integral is represented by the
Fourier transformation due to the form of λ+. Let M+ = A+ + iB+. Then,

H0(h) = H1(h) ∼ e−αh(A+ cos(ν+h) +B+ sin(ν+h))

holds. Hence, the equation of h is given as

ḣ = H0 +H1 +O(δ2(h)) ∼ 2e−αh(A+ cos(ν+h) +B+ sin(ν+h)) (3.28)
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for sufficiently large h. We can immediately understand that stable and unstable equilib-
ria appear alternatively in (3.28). Thus, we can easily give the proof of the existence and
the stability for multiple front solutions from Theorem 3.6 if there is a stable stationary
front solution with oscillatory tails satisfying Assumption 3.1.

Next, we analyze the interaction of two stationary front solutions with exponentially
and monotonically decaying tails. Assume that there is a stable stationary front solution
of (3.23) satisfying (3.24). By same calculation in Subsection 3.4.1, the equation of h is
give as

ḣ ∼ 2M+e−αh,

where

M+ =
−α(a+)2

∥Px∥2L2

G′(α).

To check the sign of M+, we focus on G′(α). We remark that α satisfies G(α) = 0.
When the integral kernel is sign-changing, G(λ) is not always monotonically increasing.
For example, when

K(x) =
ε√
4π

{
1

√
q1
e
− x2

4q1 − 1
√
q2
e
− x2

4q2

}
(ε, q1, q2 > 0), (3.29)

we have

A(λ) = ε
{
eq1λ

2 − eq2λ
2
}
.

Thus, we obtain

G(λ) = dλ2 + ε
{
eq1λ

2 − eq2λ
2
}
+ f ′(1).

By setting d = 1.0, ε = 0.01, q1 = 1.0, q2 = 2.0, f ′(1) = −1, we are able to observe
that there are two positive solutions α1 and α2 of G(λ) = 0 (Figure 10 (b)), where α1

and α2 denote the first and second positive root of G(λ) = 0, respectively. If α = α1,
then

M+ =
−α(a+)2

∥Px∥2L2

G′(α) < 0

holds by G′(α1) > 0, which means the attractivity of two front solutions. In the case
that α = α2, we see

M+ =
−α(a+)2

∥Px∥2L2

G′(α) > 0

by G′(α2) < 0. This implies the repulsiveness of two front solutions.
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Figure 10: (a) The graph of (3.29) when ε = 0.01, q1 = 1.0, q2 = 2.0. (b) The graph of G(λ)
when d = 1.0, f ′(1) = −1 and the integral kernel is same as Figure 10 (a). (This figure is taken
from [24].)

By numerical simulations, α1, α2 can be calculated approximately as α1 = 1.0264
. . . and α2 = 1.6022 . . .. When we solve (3.23) numerically on the interval (0, 40) in the
same parameters as Figure 10, the stable standing front solution is observed (Figure 11
(a)). In fact, we expect that the numerical solution converges to 1 in an exponentially
monotone way with the decay exponent α = 1.0260 . . . at x = 32.0, because Figure 11
(b) is the graph of log |u(t, x)−1| at the place where u(t, x) is close to 1 looks like linear.
Here, the decay exponent at x = a is calculated as

α ∼ − ∂

∂x
(log |u(t, x)− 1|)

∣∣∣∣
x=a

∼ − log |u(t, a+ η)− 1| − log |u(t, a)− 1|
η

,

in which η is a sufficiently small constant. Thus, we think that the front solution with
the exponential decay rate α1 is a stable one. Therefore, we expect that two stable front
solutions are interacting attractively in this example.

In general, we expect that the decay rate α is given by α = min{λ > 0 | G(λ) = 0}
if there exists a stable stationary front solution of (3.23) satisfying (3.24). Under this
expectation, G′(α) ≥ 0 always holds by the property of G(0) = g′(1) < 0. Thus, we find
that the attractive motion will generally appear and suspect that the repulsive motion
will not in most case.

3.5 The case of scalar equations with the nonliner nonlocal term

We also explain the results for the more general case of nonlocal effect:

ut = duxx + f(u,K ∗ g(u)), t > 0, x ∈ R, (3.30)

where, u = u(t, x) ∈ R, d > 0, f(u, v) : R2 → R and g(u) : R → R are smooth nonlinear
functions. Assume that K satisfies (3.2).

We impose the following similar assumption to the equation (3.30):

Assumption 3.8. The equation (3.30) satisfies the followings:
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Figure 11: (a) The numerical solution of (3.23) on the interval (0, 40) when t = 100.0, where
f(u) = 1

2u(1 − u2) and the other parameters are same as that in Figure 10. (b) The graph of
log |u(t, x)− 1| on the interval (20, 35) when t = 100.0, where u(t, x) is the numerical solution of
(3.23). (This figure is taken from [24].)

(H1) The equation (3.30) has linearly stable equilibria P±.

(H2) There exist a constant θ, positive constants α, β and a function P (z) such that
0 = dPzz − θPz + f(P,K ∗ g(P )), z ∈ R,
|P (x)− P+| ≤ O(e−αz) (z → +∞),

|P (x)− P−| ≤ O(eβz) (z → −∞).

(3.31)

(H3) Let L be a linear operator around the stationary front solution P (z), that is, for
v ∈ H2(R), we define

Lv := dvzz − θvz + η(z)v + ζ(z)[K ∗ (g′(P )v)],

where η(x) := fu(P (z),K ∗ g(P (z))), ζ(z) := fv(P (z),K ∗ g(P (z))). Then, the
spectrum Σ(L) of L is given by Σ(L) = Σ0 ∪ {0}, where 0 is a simple eigenvalue
with an eigenfunction Pz and there exists a positive constant ρ0 > 0 such that
Σ0 ⊂ {z ∈ C | ℜ(z) < −ρ0}.

Other notations are given in the same way as in the previous subsection. In this
case, the following theorem is obtained in the same way.

Theorem 3.9. [22] Let Assumption 3.8 be enforced.

(i) When P+ = P−, Theorem 3.2 and Theorem 3.3 hold in the same statements;

(ii) When P+ > P− and θ = 0, Theorem 3.6 holds in the same statements;

Furthermore, if minh is sufficiently large, Hj(h) for the pulse solution can be ap-
proximated as follows.
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Theorem 3.10. Assume that P+ = P− = 0. Suppose P (z) converges to P± as

P (z) = e−αz(a+ +O(e−γz)) (z → +∞),

P (z) = eβz(a− +O(eγx)) (z → −∞)

for positive constants α, β and γ and non-zero constants a± ∈ R, and suppose Φ∗(z)
converges to 0 in an exponentially monotone way such that

Φ∗(z) = e−αz(b+ +O(e−γz)) (z → +∞),

Φ∗(z) = eβz(b− +O(eγz)) (z → −∞)

for non-zero constants b± ∈ R. Then, functions Hj(h) are represented by (3.10), (3.11)
and (3.12) for a constant γ′ > 0 and the constants Mα, Mβ are given by

Mα = [2αd+ θ + fv(0, K̃(0)g(0))g′(0)K̃ ′(α)]a+b−, (3.32)

Mβ = [2βd− θ + fv(0, K̃(0)g(0))g′(0)K̃ ′(β)]a−b+, (3.33)

In the case of the stationary front solution, we obtain the following.

Theorem 3.11. Assume that P+ > P− and θ = 0. Suppose P (x) converges to P± as

P (x)− P+ = e−αx(a+ +O(e−γx)) (x→ +∞),

P (x)− P− = eβx(a− +O(eγx)) (x→ −∞)

for positive constants α, β and γ and non-zero constants a± ∈ R, and suppose Φ∗(x)
converges to 0 in an exponentially monotone way such that

Φ∗(x) = e−αx(b+ +O(e−γx)) (x→ +∞),

Φ∗(x) = eβx(b− +O(eγx)) (x→ −∞)

for non-zero constants b± ∈ R. Then, functions Hj(h) are represented by (3.17), (3.18),
(3.19) and (3.20) for a constant γ′ > 0 and the constants M± are given by

M+ = [2αd+ fv(P
+, K̃(0)g(P+))g′(P+)K̃ ′(α)]a+b+, (3.34)

M− = [2βd+ fv(P
−, K̃(0)g(P−))g′(P−)K̃ ′(β)]a−b−. (3.35)

We omit the proof because the discussion is similar to the case of a linear convolution.

3.6 Applications II

In this subsection, we present applications for interaction between two localized patterns
to mathematical models with nonlinear nonlocal effect. The applications here are not all
mathematically rigorous, but are partly formal arguments. A mathematically rigorous
proof is a future work.
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3.6.1 Interaction of stationary solutions with nonngative kernel

In this section, we consider the interaction between two stationary front solutions for
the equation

ut = duxx + f(K ∗ g(u))− u, t > 0, x ∈ R, (3.36)

where d > 0, K ∈ C1(R) is nonnegative and satisfies ∥K∥L1 ̸= 0, f(u) and g(u) are
monotonically non-decreasing smooth functions. (3.36) are proposed mathematical mod-
els with the local diffusion of phase separations [52] when g(u) = u, and neural fields [2]
when f(u) = u.

It is known that if (H1) in Assumption 3.8 and appropriate assumptions on K, f , and
g are given, then traveling wave solutions to (3.36) exist when P+ > P− and the profiles
are strictly monotone [13]. Furthermore, linearized stability is also analyzed by [7] when
D(L) is continuous and converges to zero at infinity, and by [73] when D(L) = H2(R)
and g(u) = u. In addition, it has been investigated in [73] that the traveling wave
solutions decay exponentially to P± at infinity, at least when g(u) = u. Although not
all results have been obtained in general form, we shall proceed to discussion under the
hypothesis that (3.36) satisfies Assumption 3.8 with θ = 0.

From now on, we assume that a linearly stable stationary front solution exists in
(3.36). Then, the linearized operator is given by

Lv = dvxx + f ′(K ∗ g(P ))(K ∗ (g′(P )v))− v

for v ∈ H2(R). In this case, it is shown by [63] that if infx∈R f
′(K ∗ P (x)) and

infx∈R g
′(P (x))) are positive and K ′ ∈ L1(R), then there exists an eigenfunction Φ∗ > 0

corresponding to the eigenvalue 0 of L∗ that satisfies ⟨ Px,Φ
∗ ⟩ = 1. Henceforth, Φ∗ is

assumed to be a positive value function. It is not clear whether the exponential decay
occurs at infinity or not, but this is a future issue that should be properly considered.
However, we will assume exponential decay for the sake of discussion.

Let us consider the interaction between two stationary front solutions. In this case,
we obtain an approximation to the equation{

l̇ = −H0(h) +O(δ2) ∼ −M+e−αh,

ḣ = H0(h) +H1(h) +O(δ2) ∼ 2M+e−αh

in the same way as in Application I, where

M+ = [2αd+ f ′(K̃(0)g(P+))g′(P+)K̃ ′(α)]a+b+.

Here, from the monotonicity of P (x) and the positivity of Φ∗, we expect a+ < 0 < b+

and deduce M+ < 0. This conjecture means that the two front solutions interact in
moving attractively.

Although formal, we found that an attractive interaction is expected when the inte-
gral kernel is nonnegative. On the other hand, the case where the integral kernel has a
negative part is interesting and should be considered, but in this case it is difficult to
even show the existence of localized patterns, and there are few results for (3.36). While
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deviating from the assumptions of this study, localized patterns have been analyzed as
a mathematical model of the neural field when d = 0 and f(u) = u,

g(u) =

{
1 (u ≥ u0)

0 (u < u0)

for u0 > 0, the existence and stability of stationary pulse solutions have been analyzed,
and their weak interactions also have been formally analyzed [2, 10, 11, 35, 36, 37].
It is well known that in this case the stationary pulse solution can be expressed as an
indefinite integral of the integral kernel. In particular, the ordinary differential system of
pulse solution positions was derived by [11], and it was suggested that the time evolution
of each position can be represented by a stationary pulse solution. In other words, the
interaction between the pulse solutions is expected to change depending on the shape of
the integral kernel.

We expect the interaction to change depending on the shape of the integral kernel
even under the assumptions of this study. However, due to technical problems, the
properties of the localization pattern when the integral kernel has a negative part are
not well understood analytically. Therefore, I would like to continue my research with
the hope that future developments in mathematical analysis techniques will reveal such
structures.

3.6.2 Mathematical model for describing emergence and evolution of bio-
logical species

Here, we consider the following reaction-diffusion equation with nonlocal effect [65, 66,
67, 68]:

ut = duxx + au2(1−Kε ∗ u)− σu, t > 0, x ∈ R, (3.37)

where a, d, σ are positive constants and Kε(x) := K(εx) for ε > 0. (3.37) is proposed
by [67] as a mathematical model for describing emergence and evolution of biological
species.

In [68], they considered the case that

K(x) =

{
h (|x| < 1),

0 (|x| ≥ 1)
(3.38)

for h > 0 and proved the existence of stationary pulse solutions for (3.37) if ε is suffi-
ciently small. Furthermore, Volpert [66] suggested the existence of stable pulse solutions
by using numerical simulations.

First, we present their results here and extend the result on the existence of pulse
solutions based on the argument in [68]. Let us consider the stationary problems to
(3.37)

0 = dv′′ + v2(1−Kε ∗ v)− σv, x ∈ R. (3.39)
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If v ∈ L1(R), then we get

(Kε ∗ v)(x) =
∫
R
K(εy)v(x− y)dy → K(0)

∫
R
v(y)dy =: K(0) ⟨ v ⟩

by taking the limit as ε→ +0, so (3.39) is attributed to

0 = dv′′ + av2ε(1−K(0) ⟨ v ⟩)− σv, x ∈ R. (3.40)

Then, the following lemma holds.

Lemma 3.12. Suppose that 0 < K(0) <
a

24
√
dσ

. Then,

v1(x) := p1sech
2(qx), v2(x) := p2sech

2(qx)

are two positive solutions of (3.40), where q =

√
σ

4d
and p1 > p2 > 0 are roots of

2K(0)

q
p2 − p+

3σ

2a
= 0.

From Lemma 3.12, we expect that there are two stationary pulse solutions for (3.39)
by using the implicit function theorem when ε is sufficiently small. To apply the implicit
function theorem based on the above conjecture, the right side of (3.39) was analyzed to
be continuous around ε = 0 and bounded in the weighted Hölder space C2+r

µ (R) with the
weight function µ(x) := 1 + x2 in [68]. In addition, when P (x) = v1 or P (x) = v2, they
considered linearized eigenvalue problem to (3.40) in the suitable subset of C2+r

µ (R):

L0w := dw′′ + 2aP (x)(1− ⟨ P ⟩)w − aP 2 ⟨ w ⟩ − σw = λw.

It was shown that L0 has a simple eigenvalue λ = 0 and the corresponding eigenfunction
is P ′(x) in the appropriate space. Furthermore, they also considered the properties of
eigenfunction corresponding to λ = 0 for the adjoint operator L∗

0 of L0 in the suitable
space:

L∗
0w := dw′′ + 2aP (x)(1− ⟨ P ⟩)w − a ⟨ P 2w ⟩ − σw = 0.

As a result, they proved that L∗
0w = 0 has a unique solution w = P ′(x) except for

constant multiples. With the above preparations, the following result is obtained by
applying the implicit function theorem.

Proposition 3.13. Suppose that K(x) satisfies (3.2) and 0 < K(0) <
a

24
√
dσ

. Further-

more, assume that K ∈ Cr(R) for some r ∈ (0, 1). Then, for sufficiently small ε > 0,
there exist two non-trivial stationary even pulse solutions of (3.39) converges to 0 at
±∞.

Remark 3.14. If K(x) is a even function, satisfies K ≡ 0 on (R,+∞) for some R >
0 and belongs to Cr([−R,R]) for some r ∈ (0, 1), then the conclusion of Proposition
3.13 also holds by same argument. Taking this into consideration, the conditions of
Proposition 3.13 can be put in a form that also includes (3.38)
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In the following, at least one of the pulse solutions obtained by Proposition 3.13 is
assumed to be linearly stable, and to converge to 0 in an exponentially monotone way at
±∞. In the rest, we formally discuss the interaction between the two stationary pulse
solutions. We can assume that α = β, a+ = a− and b+ = −b− hold in Theorem 3.10
because P (x) is even. From Theorem 3.10 with f(u, v) = a2u(1− v)− σu and g(u) = u,
we obtain an approximation to the equation{

l̇ = −H0(h) +O(δ2) ∼ −Mαe
−αh,

ḣ = H0(h)−H1(h) +O(δ2) ∼ 2Mαe
−αh,

where Mα = 2αda+b+. Based on the idea of the proof of Proposition 3.13, we expect

P (x) ≃ vj(x), Φ∗(x) ≃ 1

∥v′j∥2L2

v′j(x)

for j = 1, 2 to hold in some sense as long as ε > 0 is sufficiently small. Thus, assuming
that a+ > 0 > b+ holds if ε > 0 is sufficiently small, we haveMα < 0. This consideration
means that the two pulse solutions interact in moving attractively.

3.7 Summary

This study introduced a method to analyze weak interactions between localized patterns
for reaction-diffusion equations with nonlocal effect. These methods can be applied to
the analysis of various mathematical models, and the results are general. However,
information on the shape of the eigenfunction corresponding to the 0 eigenvalue in the
adjoint operator of the linearized operator is necessary to apply the results of this study,
and their analysis is very difficult. To avoid that analysis in this thesis. we have also
analyzed formally the weak interaction for the equations (3.26), (3.36), (3.37) as concrete
applications. In the case of (3.26), we showed that when the tail of the front solution
oscillates, both repulsive and attractive behaviors can be seen, and also conjectured that
when the tail is monotonic, only the attractive behavior can be seen regardless of the
shape of the integral kernels. Since the analysis of the weak interaction in this study
focused on the behavior in the situation where the integral kernel was fully decayed, it
is expected that the behavior would have been attractive in the case of a monotonic tail
independent of the integral kernel.

In connection with this research, we are currently analyzing the behavior of solutions
to the following equation:

ut = ε2uxx +
1

2
u(1− u2) + η(K ∗ u+ ι), t > 0, x ∈ R, (3.41)

where u = u(t, x) ∈ R, ι ∈ R and ε, η are sufficiently small constants. This problem
is the Allen-Cahn equation when η = 0 and is related to the stationary problem of the
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three-component Fitz-Hugh Nagumo equation [20]
ut = ε2uxx +

1

2
u(1− u2) + η(a1v + a2w + ι),

τvvt = dvvxx + u− v,

τwwt = dwwxx + u− v

when η = ε, where a1, a2 ∈ R and dv, dw, τv, τw are positive constants.
If η = 0, then the equation (3.41) has a stationary front solution p(x) = tanh( x

2ε).
Thus, when η is sufficiently small, We can show that a superposition of the front solutions
can approximate the solution by considering η(K ∗ u + γ) as a perturbation term, and
also derive the ordinary differential equation of the distance between the front solutions.
Furthermore, when ε is sufficiently small, the stationary front solution can be approxi-
mated as the Heaviside step function, and the derived ordinary differential equation can
be approximated so that the indefinite integral of the integral kernel appears explicitly.
Through such analysis, it can be formally shown that the spatial pattern changes in time
depending on the shape of the integral kernel depending on the relationship between η
and ε. However, a mathematically rigorous proof of η in a form that includes the ε
dependence has not yet been given, and this is one of the studies currently underway.
I’ll do my best to analyze it, so please stay tuned for future developments.
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4 Movement of zero points of solutions to the diffusion
equation and the fractional diffusion equation

The content of Subsection 4.2 is based on the papers [46]. The results in Subsection 4.3
are newly introduced in this thesis.

4.1 Background and motivation

The analysis of the time evolution of the shape of the solution is one of the most critical
issues in the study of parabolic equations such as reaction-diffusion equations. In the case
of reaction-diffusion equations, when an initial function is given that is slightly perturbed
near an equilibrium, its dynamics is expected to be approximated by the solution of an
equation linearized near the equilibrium, as long as the solution is close enough to the
equilibrium. With appropriate variable transformations, the linearized equation often
results in a partial differential equation describing the diffusion phenomenon, such as
the diffusion equation and the fractional diffusion equation. Therefore, to consider the
effect of spatial propagation due to nonlocal effect near an equilibrium, we analyze the
linear partial differential equation describing the diffusion phenomenon in this section.

The shape of the solution can be understood to a certain extent if the behavior of
the solution’s zero points, maximum and minimum points, and extreme points can be
understood. In general, how the solutions of parabolic equations behave asymptotically
is a subject of interest and has been studied. The asymptotic shape of the solution can be
analyzed in different ways depending on whether the domain is bounded or unbounded
[41]. For example, let us consider the case of the diffusion equation.

ut = uxx

In the case of bounded domains, the eigenvalues of the Laplace operator are discrete
under appropriate boundary conditions. The solution of the diffusion equation can be
expressed by a Fourier series expansion using the eigenfunctions of the Laplace operator.
Therefore, by analyzing the shape of the eigenfunction corresponding to the smallest
non-zero eigenvalue, it is possible to understand the asymptotic shape of the solution.

On the other hand, in the case of unbounded domains, the same method as in the
case of bounded domains is not applicable. Therefore, the method of analysis by writing
down the solution using the fundamental solution and the method of analysis using
the conserved quantity using the solution are used. With these analytical methods,
the behavior of the maximum point is well analyzed for linear parabolic equations, and
results are obtained for particular unbounded domains such as whole space, half-space,
and regions outside the unit circle [15, 47, 42, 43]. To understand the asymptotic shape
of the solution, information such as the critical points and the zero points of the solution
is also essential, but these have not yet been fully analyzed.

This section first considers the Cauchy problem for the diffusion equation in the
whole space and the behavior of the zero points of its solution. We present results on
the behavior of the zero points of the diffusion equation based on the results of [46].
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After that, we analyze the behavior of the zero points in the case of the fractional
diffusion equation, which is one of the diffusion equations with nonlocal effect, and
compare the results with those of the diffusion equation. Note that in the case of the
fractional diffusion equation, this is the first result to be rigorously analyzed in this
thesis.

4.2 The case of the diffusion equation

4.2.1 Setting and previous studies

Let us consider a Cauchy problem
∂u

∂t
=
∂2u

∂x2
(t > 0, x ∈ R),

u(0, x) = u0(x) (x ∈ R),
(4.1)

where u0 ∈ L1(R) ∩ L∞(R). Throughout this section, we assume that ∥u0∥L1 ̸= 0.
Let us analyze the movement of the zero level set Z(t) := {x ∈ R | u(t, x) = 0},

where u(t, x) is the explicitly represented solution

u(t, x) = (G(t) ∗ u0)(x) =
∫
R
G(t, x− y)u0(y)dy (t > 0, x ∈ R) (4.2)

of (4.1). Here, G(t, x) is the heat kernel defined as

G(t, x) :=
1√
4πt

e−x2/4t. (4.3)

There are several results on the time variation and asymptotic behavior of Z(t). In
the case of parabolic equations, Angenent showed that Z(t) is discrete [4]. It is also
known that the number of elements in Z(t) is non-increasing with time [21, 53].

In the case of the diffusion equation, the asymptotic behavior of the zero points
(elements of Z(t)) has also been analyzed. Mizoguchi evaluated the upper bound of Z(t)
in the case that u0(x) is sign-changing at finite time, and showed that Z(t) ⊂ [−C0t, C0t]
holds with some C0 > 0 when enough time has passed [55]. Moreover, it has been
reported that there are u0(x) and x

∗(t) ∈ Z(t) such that x∗(t) > C1t holds for sufficiently
large t > 0 with some C1 > 0. Chung [17] reported the asymptotic behavior of zero points
when u0(x) belongs to L

1(R, 1 + |x|k+1) for some k ∈ N and satisfies∫
R
yju0(y)dy = 0 (j = 0, 1, . . . , k − 1),

∫
R
yku0(y)dy ̸= 0. (4.4)

Then, there exist x∗j (t) ∈ Z(t) (j = 1, 2, . . . , k) for sufficiently large t > 0 such that

lim
t→+∞

x∗j (t)

2
√
t
= hj ,
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where hj (j = 1, 2, . . . , k) are mutually different zero points of the Hermite polynomial
Hk(x) with the order k defined as

Hk(x) := (−1)kex
2 dk

dxk
[e−x2

].

The proof is based on the Hermite polynomial approximation based on the asymptotic
expansion for the heat equation. Especially, if u0(x) belongs to L1(R, 1 + |x|k+1) for
some k ∈ N and satisfies (4.4), then it is well-known that (4t)(k+1)/2u(t, 2

√
tx) converges

uniformly to

e−x2

√
πk!

(∫
R
yku0(y)dy

)
Hk (x)

as t→ +∞ (see [17] and the references therein).
We expect from these results that the elements of Z(t) have various asymptotic

profiles. However, there is no result for asymptotic profiles without the condition (4.4).
Furthermore, even though there is a case that the asymptotic behavior of an element
of Z(t) is O(t) as t → +∞, the characterization of its coefficient has not been given.
Therefore, the purpose of this subsection is to give asymptotic profiles of the elements
of Z(t) in detail.

4.2.2 Main results

Suppose that u0(x) satisfies

∀λ ∈ R,
∫
R
eλy|u0(y)|dy <∞. (H1)

Define the bilateral Laplace transform of u0(x) and the zero level set on R as

U0(η) :=

∫
R
eηyu0(y)dy, N (U0) := {η ∈ R | U0(η) = 0}.

When η0 ∈ N (F ) satisfies

U
(j)
0 (η0) =

∫
R
yjeηyu0(y)dy = 0 (j = 0, . . . , k − 1),

U
(k)
0 (η0) =

∫
R
ykeηyu0(y)dy ̸= 0

for some k ∈ N, we say that η0 ∈ N (U0) has multiplicity k. U0(η) is analytic on C and
U0 ̸≡ 0, and N (U0) is thus discrete. Moreover, for any η0 ∈ N (U0), there exists k ∈ N
such that η0 has multiplicity k.

We then obtain the following results:
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Theorem 4.1. Suppose that u0 ∈ L1(R)∩L∞(R) satisfies (H1). Assume that N (U0) ̸=
∅. Then, for all η0 ∈ N (U0) with multiplicity k ∈ N, there exist T > 0 and x∗j (t) ∈
Z(t) (j = 1, . . . , k) for t > T satisfying

x∗j (t) = 2tη0 + 2
√
thj +

U
(k+1)
0 (η0)

(k + 1)U
(k)
0 (η0)

+ o(1) (t→ +∞)

for j = 1, . . . , k, where hj (j = 1, . . . , k) are mutually different zero points of the Hermite
polynomial Hk(x) with the order k.

Remark 4.2. We can compose x∗j (t) ∈ Z(t) (j = 1, . . . , k) obtained in Theorem 4.1 as
x∗j ∈ C(T,∞) (j = 1, . . . , k) by applying the argument and results of [4].

From Theorem 4.1, for any η0 ∈ U0(F ) and sufficiently large t > 0, there exists
x∗(t) ∈ Z(t) such that

lim
t→+∞

x∗(t)

2t
= η0.

Thus, if η0 ̸= 0, then x∗(t) diverges with order t as time passes. In the case that
0 ∈ N (U0) with multiplicity k > 1, for sufficiently large t > 0, there exists x∗(t) ∈ Z(t)
such that

lim
t→+∞

x∗(t)

2
√
t
= h,

where h is a zero point of Hk(x). When 0 ∈ N (U0) with multiplicity k and k is odd, for
sufficiently large t > 0, there is x∗(t) ∈ Z(t) satisfying

lim
t→+∞

x∗(t) =
U (k+1)(0)0

(k + 1)U
(k)
0 (0)

=

∫
R
yk+1u0(y)dy

(k + 1)

∫
R
yku0(y)dy

.

Hence, by analyzing the zero points of U0(η) and their multiplicity, we can understand
the long time behavior of elements of Z(t)

We next give the result of the asymptotic behavior of an element of Z(t).

Theorem 4.3. Suppose that u0 ∈ L1(R) ∩ L∞(R) satisfies (H1). Assume that there
exist T > 0 and x∗(t) ∈ Z(t) for t > T satisfying x∗ ∈ C(T,∞) and

lim sup
t→+∞

∣∣∣∣x∗(t)2t

∣∣∣∣ <∞. (4.5)

Then, θ := lim
t→+∞

x∗(t)

2t
exists and belongs to N (U0).
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Finally, we mention the case that N (F ) = ∅. Before stating the result, we introduce
a notation. For a function f on R with f(x) ̸≡ 0, let z(f) be the number of sign changes;
i.e. the supremum of j such that

f(xi)f(xi+1) < 0, i = 1, 2, . . . , j

for some −∞ < x1 < x2 < . . . < xj+1 < +∞.
If u0(x) satisfies z(u0) < +∞, then (4.5) in the statement of Theorem 4.3 always

holds by Theorem 1.1 in [55]. We thus deduce the following result from a proof by
contradiction.

Corollary 4.4. Suppose that u0 ∈ L1(R)∩L∞(R) satisfies (H1). Assume that N (U0) =
∅ and z(u0) < ∞. There then exists T > 0 such that Z(t) = ∅ for any t > T . Further-
more, for all x ∈ R and t > T , u(t, x) has the same sign as

∫
R u0(y)dy.

The proof of Theorem 4.1 is based on the asymptotic expansion of the solution
using the fundamental solution. However, since the self-similarity of the heat kernel is
O(

√
t), it is difficult to find the zero points that diverge at O(t) by simply applying the

asymptotic expansion. For this reason, we introduced a moving coordinate and rewrote
the equation well. We then applied asymptotic expansion to the equation, and succeeded
in showing the existence of a zero point that diverges at O(t). For the proof of Theorem
4.3, since the solution can be written as a convolution of the fundamental solution, we
can transform the solution well and take the limit at t→ +∞.

The detail of the proofs is explained in Appendix B.1.

4.3 The case of the fractional diffusion equation

We next consider a Cauchy problem to the fractional diffusion euqation:
∂u

∂t
+ (−∆)s/2u = 0 (t > 0, x ∈ R),

u(0, x) = u0(x) (x ∈ R),
(4.6)

where s ∈ (0, 2) and we recall

(−∆)s/2u(t, x) := Cs

∫
R

u(t, x)− u(t, y)

|x− y|1+s
dy, Cs :=

Γ((1 + s)/2)

2−s
√
π|Γ(−s/2)|

.

Here, we always assume that u0 ∈ L∞(R) is compactly supported and satisfies ∥u0∥L1 ̸=
0 in this subsection. Furthermore, from the pseudo-differential operator:

F [(−∆)s/2u](t, ξ) = |ξ|sû(t, ξ)

for ξ ∈ RN , we define the fundamental solution Gs(t, x) as

Ĝs(t, ξ) := e−t|ξ|s .

The following properties of the basic solution are known.
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Lemma 4.5 ([33]). For s ∈ (0, 2), the following statements hold:

(1) Gs ∈ C∞((0,+∞)× R);

(2) Gs(t, x) = t−1/sGs(1, x/t1/s);

(3) Gs(1, x) is positive, even and monotone decreasing with respect to x;

(4) For any k ∈ N ∪ {0}, lim
|x|→+∞

|x|1+s+k|∂kxGs(1, x)| = C0(s, k) holds, where C0(s, k)

is a positive constant defined by

C0(s, 0) :=
2(1+2s)/2s

π
sin

(πs
2

)
Γ

(
1 + s

2

)
Γ
(s
2

)
,

C0(s, k) := C0(s, k − 1)(s+ k) (k ≥ 1);

As a difference from the basic solution G2(t, x) := 1√
4πt
e−x2/4t of the diffusion equa-

tion, G2(1, x) decays exponentially at infinity in the case of the diffusion equation,
while Gs(1, x) (s ∈ (0, 2)) decays algebraically in the case of the fractional diffusion
equation from Lemma 4.5 (4). Furthermore, unlike the case of the diffusion equation,
∂kxG

s(1, x) (s ∈ (0, 2)) decay faster as k ∈ N∪{0} increases. This difference allows us to
derive an evaluation that is not possible in the case of the diffusion equation. It will be
discussed later.

Let us analyze the movement of the zero level set Zs(t), where u(t, x) is the explicitly
represented solution

u(t, x) = (Gs(t) ∗ f)(x) =
∫
R
Gs(t, x− y)f(y)dy (t > 0, x ∈ R) (4.7)

of (4.6).
First, we introduce the main result.

Theorem 4.6. Let s ∈ (0, 2). Suppose that u0 ∈ L∞(R) is compactly supported. Then,
there is a positive constant C̃ such that Zs(t) ⊂ [−C̃t1/s, C̃t1/s] for sufficiently large
t > 0.

In the case of the diffusion equation, there exists a zero point whose asymptotic
behavior is O(t), whereas in the case of fractional diffusion equation, the upper bound
of the zero level set is O(t1/s). In other words, even if s → 2 − 0, the upper bound is
discontinuous.

Finally, we present results on the asymptotic behavior of the zero point.

Theorem 4.7. Let s ∈ (0, 2). Suppose that u0 ∈ L∞(R) is compactly supported. Let
k ∈ N ∪ {0} satisfying∫

yju0(y)dy = 0 (j = 0, 1, . . . , k − 1),

∫
yku0(y)dy ̸= 0. (4.8)

Then, the following statements hold:
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(1) If k = 0, then for sufficiently large t > 0, we have Z(t) = ∅;

(2) When k > 0, let us define Nk(G
s) := {x ∈ R | ∂kxGs(1, x) = 0, ∂k+1

x Gs(1, x) ̸= 0}.
Then, for each g ∈ Nk(G

s), there exist T > 0 and x∗ ∈ Zs(t) for t > T satisfying

lim
t→+∞

x∗j (t)

t1/s
= g.

Remark 4.8. Nk(G
s) is discrete, because ∂kxG

s(1, x) for k ∈ N∪{0} can be represented
as

∂kxG
s(1, x) =

1

2π

∫
R
(iξ)ke−|ξ|s+ixξdξ

and it is analytic by extending the spatial variable x to C. We can show that for any
k ∈ N, ∂kxGs(1, x) has at least one or more zero points, but it is not certain that the zero
points are simple. However, as we will see later, there is a special case in which all zero
points are simple.

When
∫
R u0(y)dy ̸= 0, the zero point may still exist after a long enough time in the

case of the diffusion equation, but in the case of the fractional diffusion equation, the
zero point will disappear after a finite time. On the other hand, when

∫
R u0(y)dy = 0,

there is a zero point that tends to asymptote according to the self-similarity scale for
the fractional diffusion equation as well as for the diffusion equation. However, since the
basic solutions of the fractional diffusion equation cannot generally be written down in
a concrete form like a Gaussian kernel without the case that s = 1, the properties of the
derivatives were not well understood, so the set Nk(G

s) was introduced.

In the case that s = 1, we know that G1(1, x) =
1

π

1

1 + x2
. So, we immediately

deduce that

Nk(G
s) =

{
tan

(
(2j − k − 1)π

2(k + 1)

)
| j = 1, 2, . . . , k

}
,

because it is well-known that

dk

dxk

[
1

1 + x2

]
= k! cosk+1(tan−1 x) sin

(
(k + 1) tan−1 x+

(k + 1)π

2

)
holds for all k ∈ N. Thus, the following corollary is obtained.

Corollary 4.9. Suppose that u0 ∈ L∞(R) is compactly supported. Let s = 1 and
k ∈ N∪{0} satisfying (4.8). If k > 0, then there exist T > 0 and x∗j ∈ Zs(t) (j = 1, . . . , k)
for t > T satisfying

lim
t→+∞

x∗j (t)

t
= tan

(
(2j − k − 1)π

2(k + 1)

)
for j = 1, . . . , k

The proofs of main results are in Appendix B.2.
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4.3.1 Key Lemma

Here, we introduce the key lemma needed to obtain the main result.

Lemma 4.10. Let s ∈ (0, 2). Suppose that u0 ∈ L∞(R) is compactly supported. Then,
for all n ∈ N ∪ {0}, there is C > 0 such that

1

{Gs(t, x)}A

∣∣∣∣∣∣u(t, x)−
n∑

j=0

(−1)j

j!

(∫
R
yju0(y)dy

)
∂jxG

s(t, x)

∣∣∣∣∣∣ ≤ Ct−B (4.9)

holds for any t > 1 and x ∈ R, where A =
1 + s+ n

1 + s
, B =

1

s
(n+2−A) =

1

s(1 + s)
{1+

s+ sn}.

Remark 4.11. The inequality (4.9) is derived in the paper [44] when A = 0 and B =
(n + 2)/s, and in the paper [64] when n = 0 and A = 1, B = 1/s. Note that Lemma
4.10 is an extension of those results.

As mentioned in the paper [64], Lemma 4.10 is not expected to be obtained in the
case of the diffusion equation. In fact, if we consider

1

Gs(t, x)

∣∣∣∣u(t, x)− (∫
u0(y)dy

)
Gs(t, x)

∣∣∣∣
for s ∈ (0, 2] and the solution u(t, x) = Gs(t, x− h) of the diffusion equation (s = 2) or
the fractional diffusion equation (s ∈ (0, 2)) for h > 0, then in the case of the diffusion
equation (s = 2),

1

Gs(t, x)

∣∣∣∣u(t, x)− (∫
u0(y)dy

)
Gs(t, x)

∣∣∣∣ = |e(2xh−h2)/4t − 1|

holds and is unbounded with respect to x ∈ R for all t > 0. On the other hand, in the
case of the fractional diffusion equation (s ∈ (0, 2)),

1

Gs(t, x)

∣∣∣∣u(t, x)− (∫
u0(y)dy

)
Gs(t, x)

∣∣∣∣ = ∣∣∣∣Gs(t, x− h)

Gs(t, x)
− 1

∣∣∣∣
is bounded because

lim
|x|→+∞

Gs(t, x− h)

Gs(t, x)
= 1

holds for Lemma 4.5. From above consideration, it can be expected that the decay of
the basic solution at infinity is largely determined whether the inequality (4.9) holds or
not.

The proof of Lemma 4.10 is also in Appendix B.2.

Remark 4.12. We note that using the results of [44] and [64], we can derive at least the
result of Theorem 4.7. However, it is not obvious whether the theorem 4.6 immediately
follows, therefore in this study, we derive a new evaluation of higher-order asymptotic
expansions such as Lemma 4.10.
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4.4 Summary

In this section, the behavior of the zero points of the solutions in the diffusion equation
and the fractional diffusion equation is discussed to investigate the effect of spatial
propagation. As a result, we clarified some properties different from those of the diffusion
equation, such as the upper bound of the zero level set and the condition that the zero
level set becomes empty at a finite time. These properties imply that similar behavior
occurs when the solution of a nonlinear parabolic equation is near an equilibrium.

Note that the analysis method of the zero level set can be extended to the Euclidean
space Rm. For the case of the diffusion equation, the treatment is given in [46], and for
the case of the fractional diffusion equation, we only need to extend Lemma 4.10. An
analytical method using asymptotic expansion is effective even in the case of Rm. To
simplify the content of this thesis, I will refrain from giving a detailed introduction.

One of the future studies is to analyze the behavior of solutions near the equilibrium
of the reaction-diffusion equation

ut = uxx + f(u).

Mizoguchi [55] discussed the upper bound of the zero level set when f(u) = |u|p−1u for
p > 1, and reported that it has similar properties to the diffusion equation if p > 3
and the decay of the global solution is sufficiently fast. If the equilibrium is stable in
some sense, the behavior of the level set at the equilibrium is expected to be similar to
that of the zero level set in the diffusion equation, but this will be clarified in future
studies. The similar conjecture can be made for the case of nonlinear fractional diffusion
equations,

ut + (−∆)s/2u = f(u),

and clarification of the conjecture is also a future problem.
Another future work is to analyze the behavior of the zero level set of nonlocal

diffusion equations

ut = K ∗ u− u, t > 0, x ∈ R,

where K ∈ C(R)∩L1(R) is non-negative and even, and satisfies ∥K∥L1 = 1. In the case
of the diffusion equation and the fractional should-diffusion equation, we were able to an-
alyze the asymptotic behavior of the zero level set by applying the asymptotic expansion
using the fundamental solution, as described in Appendix B. Asymptotic expansions of
solutions using the basic solution have been reported for the case of nonlocal diffusion
equations [3, 39, 40], but the fundamental solution GK(t, x) of the nonlocal diffusion
equations is defined as

ĜK(t, ξ) = e−t + e−t(etK̂(ξ) − 1),

which makes self-similarity and evaluation of decay in the spatial direction technically
difficult. We expect the behavior of the zero level set to behave like a diffusion equa-
tion when the integral kernel decays fast enough at infinity and like a fractional power
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diffusion equation when the integral kernel algebraically decays slowly. This conjecture
is also an important issue to be solved in the future, and we look forward to furthering
research on it.

62



Acknowledgement

First of all, I would like to express my sincere gratitude to my supervisor Prof. Shin-Ichiro
Ei for his guidance, valuable advices and persistent support in this six years. I learned
not only mathematics from him, but also the thinking and attitude as a researcher. He
also gave me many opportunities to learn about various researches and to meet with
researchers.

I would also like to thank Prof. Jong-Shenq Guo and Prof. Chin-Chin Wu for
their collaboration at [23]. I also express my gratitude to Prof. Eiji Yanagida and
Prof. Kazuhiro Ishige for giving me the opportunity to study [46]. The reason why I
started to study [46] was that Prof. Yanagida was interested in the behavior of the zero
point of the solution to the heat equation, and he told Prof. Ishige about it, and Prof.
Ishige introduced it as an open problem at the HMMC seminar. Prof. Ei gave me the
opportunity to discuss with them, and I was able to learn a lot from them, which helped
me to write the paper [46].

I would also like to express my gratitude to Prof. Masaharu Nagayama for pro-
viding me with the research environment and the opportunity to present my work. I
am grateful to Prof. Shuichi Jimbo, Prof. Hideo Kubo, Prof. Hirotoshi Kuroda, and
Prof. Nao Hamamuki for organizing the PDE seminar, giving students the opportunity
to study the latest research results on partial differential equations, and providing me
with the opportunity to work as a TA in the classroom, allowing me to gain educational
experience. My gratefulness also goes to the secretaries in Department of Mathematics,
Hokkaido University. I was able to fully concentrate on my research thanks to their
perfect support and kindly help.

I thanks to Prof. Yoshitaro Tanaka, Prof. Yikan Liu and Prof. Ikki Fukuda for
giving me a lot of important comments and encouraging me. They often took me out
to dinner with them and told me very enjoyable and interesting things, which is one of
my favorite memories as a graduate student. I thank the OBs, seniors, colleagues, and
juniors of the Department of Mathematics in Hokkaido University for discussing with
me and going out to dinner with me, which made my graduate school life enjoyable.

My study is financially supported by Grant-in-Aid for JSPS Research Fellow No.
21J10036. I enjoyed my research and was able to develop my own research thanks to
this support. Finally, I would like to thank my family and friends for their support and
encouragement.

63



A Proofs of main results in Section 3

A.1 Proof of Theorem 3.4

From the same calculation in [22], we gain (3.10), (3.11) and (3.12), where

Mα =

∫
R
e−αz⟨{F ′(P (z))− F ′(0)}a+,Φ∗(z)⟩dz,

Mβ =

∫
R
eβz⟨{F ′(P (z))− F ′(0)}a−,Φ∗(z)⟩dz.

First, we consider Mα. Since positive constants α, β and non-zero vectors a± ∈ Rn

satisfy {
0 = α2Da+ + αθa+ +A(α)a+ + F ′(0)a+,

0 = β2Da− − βθa− +A(β)a− + F ′(0)a−,

we obtain

⟨F ′(0)a+,Φ∗(z)⟩ = −⟨{α2D + αθI +A(α)}a+,Φ∗(z)⟩
= −⟨a+, {α2D + αθI + tA(α)}Φ∗(z)⟩.

From the equation (3.5), we have

⟨F ′(P (z))a+,Φ∗(z)⟩ = ⟨a+, tF ′(P (z))Φ∗(z)⟩
= −⟨a+, DΦ∗

zz + θΦ∗
z +

tK ∗ Φ∗⟩.

Therefore, Mα is represented as

Mα =

∫
R
e−αz⟨a+, D{α2Φ∗(z)− Φ∗

zz(z)}⟩dz +
∫
R
e−αz⟨a+, θ{αΦ∗(z)− Φ∗

z(z)}⟩dz

+

∫
R
e−αz⟨a+, {tA(α)Φ∗(z)− tK ∗ Φ∗}⟩dz =: I1 + I2 + I3.

Since we know that

lim
z→+∞

eβzDΦ∗
z(z) = −βDb+, lim

z→−∞
e−αzDΦ∗

z(z) = αDb−,

we have

I1 =

∫
R
e−αz⟨a+, D{α2Φ∗(z)− Φ∗

zz(z)}⟩dz

= −
∫
R

d

dz

[
e−αz⟨a+, DΦ∗

z(z) + αDΦ∗(z)⟩
]
dz

= 2α⟨a+, Db−⟩ = 2α⟨Da+, b−⟩.
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Similary, we obtain

I2 =

∫
R
e−αz⟨a+, θ{αΦ∗(z)− Φ∗

z(z)}⟩dz

= −θ
∫
R

d

dz

[
e−αz⟨a+,Φ∗(z)⟩

]
dz

= θ⟨a+, b−⟩.

Finally, to compute I3, we consider
∫
R e

−αz{K̃k,j(α)φ
∗
k(z) − (Kk,j ∗ φ∗

k)(z)}dz for

j, k = 1, 2, · · · , n, where Φ∗ = t(φ∗
1, φ

∗
2, . . . , φ

∗
n). Since K̃k,j is an even function, the

integrand can be rewritten as

e−αz{K̃k,j(α)φ
∗
k(z)− (Kk,j ∗ φ∗

k)(z)}
= e−αz{K̃k,j(−α)φ∗

k(z)− (Kk,j ∗ φ∗
k)(z)}

=

∫
R
Kk,j(y)

{
e−α(z+y)φ∗

k(z)− e−αzφ∗
k(z − y)

}
dy

=

∫
R
Kk,j(y)

∫ y

0

d

ds

[
e−α(z+s)φ∗

k(z − y + s)
]
dsdy.

Notice that

d

ds

[
e−α(z+s)φ∗

k(z − y + s)
]
=

d

dz

[
e−α(z+s)φ∗

k(z − y + s)
]
,

we obtain ∫
R
e−αz{K̃k,j(α)φ

∗
k(z)− (Kk,j ∗ φ∗

k)(z)}dz

=

∫
R
Kk,j(y)

∫ y

0

∫
R

d

dz

[
e−α(z+s)φ∗

k(z − y + s)
]
dzdsdy

= −b−k
∫
R
yKk,j(y)e

−αydy = b−k K̃
′
k,j(α),

where b− = t(b−1 , b
−
2 , . . . , b

−
n ). Therefore,

I3 =

∫
R
e−αz

〈
a+, {tA(α)Φ∗(z)− tK ∗ Φ∗}

〉
dz = ⟨a+, tA′(α)b−⟩ = ⟨A′(α)a+, b−⟩.

From above calculation, we gain (3.13). We also obtain (3.14) by the same argument.

A.2 Proof of Theorem 3.7

From the same calculation in [22], we can gain (3.17), (3.18), (3.19) and (3.20), where

M+ =

∫
R
eαx⟨{F ′(P (x))− F ′(P+)}a+,Φ∗(x)⟩dx,

M− =

∫
R
e−βx⟨{F ′(P (x))− F ′(P−)}a−,Φ∗(x)⟩dx.

By the argument similar to the proof of Theorem 3.4, we obtain (3.21) and (3.22).
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B Proofs of main results in Section 4

B.1 Proofs of main results in the case of the diffusion equation

Let u(t, x) be the solution (4.2) to (4.1). Throughout this subsection, suppose that
u0 ∈ L1(R) ∩ L∞(R) satisfying (H1).

B.1.1 Proof of Theorem 4.1

Let us explain the proof of Theorem 4.1. In characterizing the coefficient of O(t), we
consider the behavior of u(t, x+2tη0) for all η0 ∈ N (U0) and sufficiently large t > 0. This
argument is important to obtaining asymptotic profiles and is an important difference
from previous studies.

We apply the following result to prove Theorem 4.1.

Theorem B.1. [17, Theorem 2.2] Let u be the solution (4.2) to the heat equation (4.1)
with initial data u0 ∈ L1(R; 1 + |x|n+1) for some nonnegative integer n. There is then a
positive constant C = C(n, u0) such that∣∣∣∣∣∣u(t, x)−G(t, x)

n∑
j=0

∫
R y

ju0(y)dy

(4t)j/2j!
Hj

(
x

2
√
t

)∣∣∣∣∣∣ ≤ Ct−n/2−1

for all x ∈ R and t > 0.

Let η0 ∈ R. By setting, v(t, x) := eη0x+η20tu(t, x+ 2tη0). Then, v(t, x) is the solution
to the heat equation and the initial data v0(x) := eη0xu0(x) satisfies (H1), and we can

thus apply Theorem B.1 to v(t, x) for any n ∈ N. Using U
(j)
0 (η0) =

∫
R
yjeη0yu0(y)dy

and Theorem B.1, the following lemma is obtained.

Lemma B.2. Let u be the solution (4.2) to the heat equation (4.1) with initial data
u0 ∈ L1(R)∩L∞(R) satisfying (H1). Suppose that η0 ∈ R. Then, for any integer n ≥ 0,
there is a positive constant C = C(n, u0) such that∣∣∣∣∣∣eη0x+η20tu(t, x+ 2tη0)−G(t, x)

n∑
j=0

U
(j)
0 (η0)

(4t)j/2j!
Hj

(
x

2
√
t

)∣∣∣∣∣∣ ≤ Ct−n/2−1

for any x ∈ R and t > 0.

Proof of Theorem 4.1. Suppose that N (U0) ̸= ∅. Let η0 ∈ N (U0) with the multiplicity
k ∈ N. We deduce from Lemma B.2 with n = k that (4t)(k+1)/2v(t, 2

√
tx) converges

uniformly to

1√
π
e−x2U

(k)
0 (η0)

k!
Hk(x)
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as t → +∞. Thus, for each zero point h of the Hermite polynomial Hk(x), there exist
T > 0 and z(t) for t > T such that v(t, z(t)) = 0 for any t > T and

lim
t→+∞

z(t)

2
√
t
= h.

We next deduce the coefficient of O(1). Let h be a zero point of the Hermite poly-
nomial Hk(x). We consider w(t, x) = (4t)k/2+1v(t, x + 2

√
th). Using Lemma B.2 with

n = k + 1, we obtain∣∣∣∣∣∣v(t, x)−G(t, x)
k+1∑
j=k

U
(j)
0 (η0)

(4t)j/2j!
Hj

(
x

2
√
t

)∣∣∣∣∣∣ ≤ Ct−(k+1)/2−1

for all x ∈ R. Multiplying (4t)k/2+1 and replacing x by x + 2
√
th, the above inequality

is rewritten as∣∣∣∣∣∣w(t, x)−K(t, x+ 2
√
th)

1∑
j=0

U
(j+k)
0 (η0)

(4t)(j−1)/2(j + k)!
Hj+k

(
x

2
√
t
+ h

)∣∣∣∣∣∣ ≤ Ct−1/2,

where K(t, x) :=
1√
π
e−x2/4t. We remark that K(t, x + 2

√
th) converges pointwise to

1√
π
e−h2

as t→ +∞. We have

lim
t→+∞

1∑
j=0

(4t)(1−j)/2U
(j+k)
0 (η0)

(j + k)!
Hj+k

(
x

2
√
t
+ h

)
=
Hk+1(h)

(k + 1)!
{−(k + 1)U

(k)
0 (η0)x+ U

(k+1)
0 (η0)}

for any x ∈ R from the fact that H ′
k(h) = 2hHk(h) − Hk+1(h) = −Hk+1(h) ̸= 0, and

w(t, x) converges thus pointwise to

e−h2
Hk+1(h)

(k + 1)!
{−(k + 1)U

(k)
0 (η0)x+ U

(k+1)
0 (η0)}

as t→ +∞. On this basis, there exist T̃ > 0 and z̃(t) for t > T̃ such that w(t, z̃(t)) = 0
for any t > T̃ and

lim
t→+∞

z̃(t) =
U

(k+1)
0 (η0)

(k + 1)U
(k)
0 (η0)

.

Therefore, Theorem 4.1 is proved because

w(t, x) = (4t)k/2+1v(t, x+ 2
√
th) = (4t)k/2+1eη0x+tη20u(t, x+ 2tη0 + 2

√
th).
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B.1.2 Proof of Theorem 4.3

To prove Theorem 4.3, we prepare a notation and lemma. u(t, x) is now expressed as

u(t, x) = G(t, x)Q
(
t,
x

2t

)
,

where P (t, η) is defined by

Q(t, η) :=

∫
R
eηy−y2/4tu0(y)dy.

We remark that Q(t, η) is well-defined on (0,∞) × R and belongs to C∞((0,∞) × R),
because we know that u(t, x) belongs to C∞((0,∞)×R) [31]. u(t, x) has the same sign

as Q
(
t,
x

2t

)
, and we thus analyze Q(t, η) in the following. We deduce the following

lemma from the dominated convergence theorem and (H1).

Lemma B.3. For any M > 0, Q(t, η) converges uniformly to U0(η) on [−M,M ] as
t→ +∞.

Proof of Theorem 4.3. Define

θ := lim sup
t→+∞

x∗(t)

2t
, θ := lim inf

t→+∞

x∗(t)

2t
.

Fix θ0 ∈ [θ, θ]. Because x∗(t) ∈ C(T,∞), there exists {tj}j∈N ⊂ (T,∞) such that
tj → +∞ and ηj = x∗(tj)/2tj → θ0 hold as j → +∞. From the assumption that
x∗(t) ∈ Z(t) for t > T , we have Q(tj , ηj) = 0 for all j ∈ N. Using Lemma B.3 and taking
a limit as k → +∞, we obtain U0(θ0) = 0. This means that θ = θ = θ and θ ∈ N (U0),
because N (U0) is discrete.

B.2 Proofs of main results in the case of the fractional diffusion equa-
tion

B.2.1 Proof of Lemma 4.10

We fix n ∈ N ∪ {0} arbitrary, From Taylor’s theorem, we have∣∣∣∣∣∣u(t, x)−
n∑

j=0

(−1)j

j!

(∫
R
yju0(y)dy

)
∂jxG

s(t, x)

∣∣∣∣∣∣
≤

∫
R

∣∣∣∣∣∣
Gs(t, x− y)−

n∑
j=0

(−y)j

j!
∂jxG

s(t, x)

u0(y)

∣∣∣∣∣∣ dy
≤ 1

n!

∫
R

∫ 1

0
|∂n+1

x Gs(t, x− θy)yn+1u0(y)|(1− θ)ndθdy
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for all x ∈ R and t > 0. Since we know that ∂jxGs(t, x) = t−(j+1)/s∂jxGs(1, xt−1/s), we
obtain ∣∣∣∣∣∣u(t, x)−

n∑
j=0

(−1)j

j!

(∫
R
yju0(y)dy

)
∂jxG

s(t, x)

∣∣∣∣∣∣
≤ 1

t(n+2)/sn!

∫
R

∫ 1

0
|∂n+1

x Gs(1, X − θY )yn+1u0(y)|(1− θ)ndθdy

for all x ∈ R and t > 0. where X = xt−1/s and Y = yt−1/s. Here, we remark that
Gs(t, x) = t−1/sGs(1, X). Then,

1

{Gs(t, x)}A

∣∣∣∣∣∣u(t, x)−
n∑

j=0

(−1)j

j!

(∫
R
yju0(y)dy

)
∂jxG

s(t, x)

∣∣∣∣∣∣
≤ t−B

n!

∫
R

∫ 1

0

∣∣∣∣∂n+1
x Gs(1, X − θY )

{Gs(1, X)}A
yn+1u0(y)

∣∣∣∣ (1− θ)ndθdy

holds. We fix R > 0 satisfying suppu0 ⊂ [−R,R]. We deduce that Y ∈ [−R,R] for all
t > 1 and

lim
|X|→+∞

|X|2+s+n|∂n+1
x Gs(1, X)| = C0(s, n+ 1),

lim
|X|→+∞

|X|1+s+n{Gs(1, X)}A = lim
|X|→+∞

{|X|1+sGs(1, X)}A = C0(s, 0)
A

from Lemma 4.5, we thus obtain

lim
|X|→+∞

∣∣∣∣∂n+1
x Gs(1, X − θY )

{Gs(1, X)}A

∣∣∣∣ = lim
|X|→+∞

|X|1+s+n

|X − θY |2+s+n

|X − θY |2+s+n|∂n+1
x Gs(1, X − θY )|

{|X|1+sGs(1, X)}A
= 0

for all (θ, y) ∈ [0, 1]× [−R,R], and

sup
X∈R,Y ∈[−R,R],θ∈[0,1]

∣∣∣∣∂k+1
x Gs(1, X − θY )

{Gs(1, X)}A

∣∣∣∣ < +∞.

holds. Therefore, for all x ∈ R and t > 1,

1

{Gs(t, x)}A

∣∣∣∣∣∣u(t, x)−
n∑

j=0

(−1)j

j!

(∫
R
yju0(y)dy

)
∂jxG

s(t, x)

∣∣∣∣∣∣ ≤ Ct−B

holds with some C > 0 depending on s, n, u0.
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B.2.2 Proof of Theorem 4.6

Using Lemma 4.10, we analyze the zero level set Zs(t) of the solution (4.7).
Suppose that u0 ∈ L∞(R) is compactly supported. We remark that there is k ∈

N ∪ {0} satisfying (4.8). In fact, if we consider the Laplace transform U0(η) (η ∈ R) of
u0(x), then by its analyticity, when it satisfies

U
(k)
0 (0) =

∫
R
xku0(x)dx = 0

for all k ∈ N ∪ {0}, U0 ≡ 0 holds, i.e. we have u0 ≡ 0.
We fix k ∈ N ∪ {0} satisfying (4.8). By applying Lemma 4.10 with n = k, we have

1

{Gs(t, x)}A

∣∣∣∣u(t, x)− (−1)k

k!

(∫
R
yku0(y)dy

)
∂k0x G

s(t, x)

∣∣∣∣ ≤ Ct−B

for all x ∈ R and t > 1. Here, we fix x∗(t) ∈ Zs(t) arbitrary for t > 1. Then,

1

k!{Gs(t, x∗(t))}A

∣∣∣∣(∫
R
yku0(y)dy

)
∂kxG

s(t, x∗(t))

∣∣∣∣ ≤ Ct−B

holds for all t > 1. Using ∂jxGs(t, x) = t−(j+1)/s∂jxGs(1, xt−1/s) for j ∈ N ∪ {0}, The
inequality is reformulated as

1

k!{Gs(1, x∗(t)t−1/s)}A

∣∣∣∣(∫
R
yku0(y)dy

)
∂kxG

s(1, x∗(t)t−1/s)

∣∣∣∣ ≤ Ct−1/s (B.1)

Since we deduce that

lim
|X|→+∞

|∂kxGs(1, X)|
{Gs(1, X)}A

= lim
|X|→+∞

|X1+2s+k∂kxG
s(1, X)|

{|X|1+2sGs(1, X)}A
=

C0(s, k)

{C0(s, 0)}A
> 0,

the inequality (B.1) implies that there exists C̃ > 0 such that |x∗(t)t−1/s| < C̃ holds for
sufficiently large t > 0. Thus, the theorem is proved.

B.2.3 Proof of Theorem 4.7

(i) By using Lemma (4.10) with n = 0, we have∣∣∣∣ u(t, x)Gs(t, x)
−
∫
u0(y)dy

∣∣∣∣ ≤ Ct−1/2s.

If there exists x∗(t) ∈ Zs(t) for t > 1, then u0(x) satisfies∣∣∣∣∫ u0(y)dy

∣∣∣∣ ≤ Ct−1/s.

However,
∫
R u0(y)dy ̸= 0 from the assumption. Thus, Zs(t) = ∅ holds for sufficiently

large t > 0.
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(ii) We fix an arbitrary g ∈ Nk(G
s). Then, there is θ > 0 such that

∂kxG(1, g + θ)∂kxG(1, g − θ) < 0 and Nk(G
s) ∩ (g − θ, g + θ) = {g}.

Using Lemma (4.10) with n = k and multiplying the inequality (4.9) by {Gs(t, x)}A,∣∣∣∣u(t, x)− (−1)k

t(1+k)/sk!

(∫
R
yku0(y)dy

)
∂kxG

s(1, xt−1/s)

∣∣∣∣ ≤ Ct−(k+2)/2s{Gs(1, xt−1/s)}A

holds for all (t, x) ∈ (1,+∞)R. This means that t(1+k)/su(t, xt1/s) converges unifomly
to

(−1)k

k!

(∫
R
yku0(y)dy

)
∂kxG

s(1, x)

as t→ +∞. Thus, for sufficiently large t > 0, there exists x∗ ∈ Zs(t) such that

lim
t→+∞

x∗(t)

t1/s
= g.
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[66] V. Volpert, Pulses and waves for a bistable nonlocal reaction–diffusion equation
Applied Mathematics Letters 44 (2015), 21-25.

[67] V. Volpert, S. Petrovskii, Reaction–diffusion waves in biology, Phys. Life Rev.,
6 (2009), 267–310.

[68] V. Volpert, V. Vougalter, Existence of stationary pulses for nonlocal reac-
tion–diffusion equations, Doc. Math. 19 (2014), 1141–1153.

[69] H. Yagisita, Existence and nonexistence of travelling waves for a nonlocal monos-
table equation, Publ. Res. Inst. Math. Sci., 45 (2009), 925-953.

[70] E. Yanagida, Stability of fast traveling pulse solutions of the FitzHugh-Nagumo
equations J. Math. Biol., 22 (1985), 81-104.

[71] E. Yanagida, L. Zhang, Speeds of traveling waves in some integro-differential
equations arising from neuronal networks, Japan J. Indust. Appl. Math., 27 (2010),
347-373.

[72] K. Yoshimura,R. Kobayashi, T. Ohmura, Y. Kajimoto, T. Miura, A new
mathematical model for pattern formation by cranial sutures, Journal of Theoretical
Biology, 408 (2016) 66-74.

[73] G. Zhao, S. Ruan, The decay rates of traveling waves and spectral analysis for a
class of nonlocal evolution equations, Math. Model. Nat. Phenom. 10 no.6, (2015),
142-162.

76


