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On a minimizing movement scheme for mean

curvature flow with prescribed contact angle in a

curved domain and its computation

Tokuhiro Eto ∗ Yoshikazu Giga †

May 23, 2023

Abstract

We introduce a capillary Chambolle type scheme for mean curvature flow with pre-
scribed contact angle. Our scheme includes a capillary functional instead of just the total
variation. We show that the scheme is well-defined and has consistency with the energy
minimizing scheme of Almgren-Taylor-Wang type. Moreover, for a planar motion in a
strip, we give several examples of numerical computation of this scheme based on the
split Bregman method instead of a duality method.

Keywords - Mean curvature flow, Contact angle problem, Capillary functional, Split Bregman

method, Chambolle’s scheme

1 Introduction

In this study, we consider the mean curvature flow equation with prescribed contact angle
condition of the form {

V = − divΓt n on Γt ∩ Ω for t ≥ 0,

∠(n,nΩ) = θ(t, ·) on ∂Γt ∩ ∂Ω for t ≥ 0,
(MCFB)

where Ω ⊂ Rd is a smooth bounded domain and nΩ is the unit normal velocity vector field
on ∂Ω. Here, {Γt}t is a time evolving hypersurface to be determined and n represents the
outward unit normal vector field of Γt; V denotes the velocity of Γt in the direction of n,
which is the outward unit normal vector to Γt, and θ is a given function on [0, T ]× ∂Ω that
describes the contact angle between Γt and ∂Ω for each t ≥ 0. Here, divΓt denotes the surface
divergence so that − divΓt n becomes the (d− 1 times) mean curvature of Γt in the direction
of n.

For the mean curvature flow equation in Rd, Almgren, Taylor and Wang [1] introduced a
time discrete approximation of the solution which is often called the Almgren-Taylor-Wang
scheme; a similar scheme is given by Luckhaus and Sturzenhecker [25]. However, one has to
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minimize a non-convex problem for each time step. In [11], Chambolle introduced another
scheme which is based on a strict convex problem and the solution of each step chooses one
of minimizers of the Almgren-Taylor-Wang’s functional.

One of goals of this paper is to extend Chambolle’s scheme to the problem (MCFB) which
includes the prescribed contact angle condition. We call our scheme the capillary Chambolle
type scheme. We shall show that the scheme is well-defined, and it chooses one of minimizers of
the corresponding Almgren-Taylor-Wang’s functional. We shall explain them more explicitly.

Let us first introduce the capillary Almgren-Taylor-Wang functional. Given a Caccioppoli
set F0 ⊂ Ω, the capillary Almgren-Taylor-Wang functional is defined by

Aβ(F, F0, λ) := Cβ(F ) + λ

∫
F△F0

dist(·, ∂F0) dx (1)

for each Caccioppoli set F ⊂ Ω, where F∆E0 = (E0\F ) ∪ (F\E0). Here, Cβ denotes the
capillary functional defined by

Cβ(F ) :=

∫
Ω
|∇χF |+

∫
∂Ω

βγχF dHd−1,

where Hd−1 denotes the d − 1 dimensional Hausdorff measure. The function β ∈ L∞(∂Ω)
will be formally taken as β = cos θ on the intersection of ∂Ω and the boundary of F . One
observes that the functional defined in (1) is reduced to the functional introduced by Almgren,
Taylor and Wang [1] when β ≡ 0. The capillary scheme is as follows. Let h = 1/λ be a
given time step. For a given Caccioppoli set E0 find a minimizer (E0)h which minimizes
E 7→ Aβ(E,E0, λ). We repeat this process and find a sequence of sets which is expected
to approximate the solution of (MCFB). However, the functional Aβ is not convex so it is
a priori not easy to find its minimizer. To overcome this inconvenience, we introduce the
capillary Chambolle type scheme. Let Ω be a smooth bounded domain. Then, for each
u ∈ L2(Ω), we define

Eβ
h (u) := Cβ(u) +

1

2h

∫
Ω
(u− dΩ,E0)

2 dx. (2)

Here, h > 0 is a time step that discretizes an interval [0, T ] for some time horizon T > 0; dΩ,E0

denotes the geodesic signed distance function to E0 ⊂ Ω with respect to Ω. The capillary
functional Cβ is defined by

Cβ(u) :=

∫
Ω
|∇u|+

∫
∂Ω

βγu dHd−1. (CF)

The functional Eβ
h is a strictly convex functional on L2(Ω), so there exists a unique

minimizer once we know Eβ
h is lower semi-continuous in L2(Ω). In fact, Modica [26] proved

that Cβ(u) is lower semi-continuous in L1(Ω) when Ω is a C2 bounded domain and ‖β‖∞ ≤ 1.
The assumption ‖β‖∞ ≤ 1 is natural since it is given as a cosine functional. As well-known,
the condition ‖β‖∞ ≤ 1 is a necessary condition for the lower semi-continuity; see e.g. [19].
Although his lower semi-continuity result is enough for our purpose, we give a proof of the
semi-continuity in L1(Ω) which works for any uniformly C2 domain not necessarily bounded.
We first prove it for ‖β‖∞ < 1 and using an argument by contradiction as in [9, Proof of
Lemma 2] to prove the case ‖β‖∞ = 1. See Proposition 4.
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We shall explain the capillary Chambolle type scheme. Given a set E ⊂ Ω, consider
the minimizing problem of the energy Eβ

h (u) in the Lebesgue space L2(Ω). Since Eβ
h with

E0 = E is lower semi-continuous and convex in the topology L2(Ω), we see that Eβ
h has a

unique minimizer wh
E ∈ L2(Ω). We set

T h(E) =
{
x ∈ Ω

∣∣∣ wh
E(x) ≤ 0

}
.

It turns out that this T h(E) is a minimizer of the capillary Almgren-Taylor-Wang functional.
In the case β ≡ 0, this was proved by Chambolle [11, Proposition 2.2]. More precisely, we
have

Theorem 1. Let Ω be a bounded C2 domain in Rd. Assume that β ∈ L∞(∂Ω) satis-

fies ‖β‖∞ ≤ 1 and
∫
∂Ω βdHd−1 = 0. Then, for any E0 ⊂ Ω, T β

h (E0) is a minimizer of
A−β(·, E0, 1/h).

Moreover, characterization of the subdifferential of the capillary functional Cβ seems
important because Chambolle used this characterization in implementation of his scheme.
Though we do not adopt this direction in numerical experiment, we state its rigorous form.

Theorem 2. Let Ω be a bounded C2 domain in Rd. For (u, p) ∈ L2(Ω)×L2(Ω), p ∈ ∂Cβ(u)
if and only if there exists z ∈ L∞(Ω;Rd) with div z ∈ L2(Ω) such that p = − div z in D′(Ω),
β = −[z · ν] Hd−1-a.e. on ∂Ω and

∫
Ω(z,Du) =

∫
Ω |∇u| with ‖z‖∞ ≤ 1, where (z,Du) denotes

the Anzellotti pair.

Here D′(Ω) is the space of Schwartz’s distributions and [z · ν] is the normal trace. We
prove Theorem 1 by a duality argument for positively homogeneous function due to Alter;
see e.g. [9]. However, Cβ(u) may not be positive for some u. We add a linear functional and
characterize its subdifferential. Unfortunately, the characterization by a duality argument is
more involved because of addition of a linear function.

We also give a numerical simulation of our scheme. In other words, for given initial data
E0, we define a discrete solution

Eh(t) := T
⌊ t
h
⌋

h (E0).

In [12], Chambolle gave a way to calculate the minimizer of Eβ
h with β ≡ 0 based on duality.

Although this idea applies several problems including higher-order total variation flow [18],
we do not use his approach. Instead, we adapt a split Bregman method as applied by [27] to
calculate a planar crystalline curvature flow. This method was introduced by Goldstein and
Osher [23] to calculate energy minimizer including total variation. It applies the fourth order
total variation flow [20]. Our domain Ω is a strip, and we calculate various examples including
translative soliton [2]. Since in Theorem 1, we are forced to assume that the average of β is
equal to zero, at each time step, we redefine β outside contact points.

Let us remark a few related preceding works to our discrete solution Eh(t). In [6], Bel-
lettini and Kholmatov considered Aβ(F,E0, λ) when Ω = Rd

+, the half space. In their case,
Cβ(u) ≥ 0 and the lower semi-continuity is easy to prove, though they invoked a flat version
of the inequality (Corollary 1). Bellettini and Kholmatov [6] showed the convergence of their
scheme to a time evolution of sunsets (which is called a generalized minimizing movement,
GMM for short). They proved, under conditional assumption similar to [25], that GMM is a
“distributional” solution of (MCFB).
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In the case β ≡ 0, Chambolle [11] proved that Eh(t) actually converged to the level-set
flow [14], [16], see also [17] of the mean curvature flow equations provided no fattening occurs;
see e.g. [15] for a generalization to general anisotropic flow for unbounded sets. Recently,
Chambolle, Gennaro and Morini [arXiv:2212.05027] established a convergence result of a
proposed energy minimizing scheme for the anisotropic mean curvature flow with a forcing
term and a mobility which depends on both the position and the direction of the normal
vector. The minimizing movement constructed in their scheme turned out to converge to a
distributional solution à la Luckhaus-Sturzenhecker. The family of time step functions whose
upper-level sets are equal to the minimizing movement was shown to converge to the viscosity
solution of the corresponding level-set equation.

In the case β 6≡ 0, the unique existence of the level-set flow has been already established
by [24] and [5]. We expect that our discrete solution converges to the level-set flow, although
we do not try to prove it in this paper.

This paper is organized as follows. In Section 2, we prepare several notions and notations
which will be used frequently throughout the paper. Topics include basic convex analysis,
functions of bounded variation, and geodesic distance. In Section 3, we present our proof
of the lower semi-continuity of Cβ . In Section 4, we recall a method to characterize the
subdifferential of a functional proposed by Alter. This method will give a concrete form of
the subdifferential of the capillary functional (see Theorem 1). In Section 5, we will prove
that the capillary Chambolle type scheme implements the capillary Almgren-Taylor-Wang
type scheme in some sense (see Theorem 2). After that, we shall carry out a numerical
experiment to confirm that our scheme works well and its outcome is as expected in Section
6. The employed scheme is the Split Bregman method. Note that we cannot apply the
method directly without any modification due to contribution of the boundary energy. No
convergence result is given in this paper.

2 Preliminaries

In this section, we recall several basic notions and notations without proofs which are im-
portant to investigate properties of the capillary functional and the capillary Chambolle type
scheme.

2.1 Convex analysis

Let E be a normed (real vector) space and E∗ be its conjugate (dual) space, that is the set
of all bounded linear functionals on E. Then, for each function f : E → R∪ {∞} and u ∈ E,
the subdifferential ∂f(u) of f at u is defined as the set of all elements p in E∗ such that

f(v) ≥ 〈p, v − u〉+ f(u)

holds for every v ∈ E, where 〈 , 〉 denotes the duality pair. Note that f is allowed to take
the value as ∞. If f 6≡ ∞, then f is called proper. The domain D(f) ⊂ E of f is defined the
set of all elements u in E for which f(u) < ∞. Given a function f on E, we define another
function f∗ on E∗ by

f∗(p) := sup
u∈E

{〈p, u〉 − f(u)} (FC)

for each p ∈ E∗. The function f∗ is called Fenchel conjugate of f . Let us recall one important
characterization of the subdifferential in terms of Fenchel conjugate as follows; see e.g. [28].
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Proposition 1 (Fenchel identity). Assume that f : E → R ∪ {∞} is proper and u ∈ D(f).
Then, p ∈ ∂f(u) if and only if the following identity is valid:

f(u) + f∗(p) = 〈p, u〉 .

Fenchel identity yields another characterization of the subdifferential when f is positively
homogeneous of degree 1, i.e., f satisfies

f(λu) = λf(u) for all λ > 0, u ∈ E.

Proposition 2. Assume that f : E → R ∪ {∞} is proper and u ∈ D(f). Suppose that f is
positively homogeneous of degree 1. Then, it holds that

∂f(u) = {p ∈ ∂f(0) | f(u) = 〈p, u〉}.

Proposition 3 ([8], Proposition 1.10). Suppose that f : E → (−∞,∞] is lower semi-
continuous and convex with φ 6≡ ∞. Then, f is bounded from below by an affine continuous
function. In other words, there exist p ∈ E∗ and b ∈ R such that

f(u) ≥ 〈p, u〉+ b for all u ∈ E.

Remark 1. The first statement of Proposition 3 is a Corollary of the Hahn-Banach theorem.
If f is positively homogeneous of degree 1, f(λv) ≥ 〈p, λv〉+ b implies f(v) ≥ 〈p, v〉+ b/λ for
all λ > 0. Sending λ → ∞, we observe that

f(v) ≥ 〈p, v〉 for v ∈ E.

Thus, in the case that f is positively homogeneous of degree 1, b can be taken as zero.

2.2 Function of bounded variation

Let Ω be a smooth, bounded, and connected domain. Then, the total variation of f : Ω → R
is defined by: ∫

Ω
|∇u| := sup

{
−
∫
Ω
u divφdx

∣∣∣∣ φ ∈ C1
0 (Ω;Rd), ‖φ‖∞ ≤ 1.

}
.

If
∫
Ω |∇u| < ∞, then u is called a function of bounded variation in Ω. In other words, the

weak derivative of u is a Radon measure in Ω. Now, we let

X2(Ω) :=
{
u ∈ L2(Ω;Rd)

∣∣ div u ∈ L2(Ω)
}
.

For every z ∈ X2(Ω) and u ∈ BV (Ω), the Radon measure (z,Du) is defined by:

〈(z,Du), φ〉 := −
∫
Ω
uφ div z dx−

∫
Ω
uz · ∇φdx for φ ∈ C∞

0 (Ω).

(z,Du) is often called the Anzellotti pair (see [3, Definition 1.4]). Moreover, there exists a
linear operator [·, νΩ] : X2(Ω) → L∞(∂Ω) such that ‖[z, νΩ]‖∞ ≤ ‖z‖∞ for each z ∈ X2(Ω)
and [z, νΩ] = z · νΩ if z ∈ C1(Ω;Rd) (see [3, Theorem 1.2]). The following Green’s formula
related to (z,Du) and [z · νΩ] is important for our study:

∫
Ω
u divφdx =

∫
∂Ω

γu[z · νΩ] dHd−1 −
∫
Ω
(z,Du) for (z, u) ∈ X2(Ω)×BV (Ω).
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2.3 Geodesic distance

In this section, we always assume that a domain Ω ⊂ Rd is smooth, bounded and connected.

Definition 1 (Path). Let x, y ∈ Ω be distinct points. Then, a Lipschitz continuous function
l : [0, 1] → Ω is called a path between x and y if and only if l(0) = x and l(1) = y.

Definition 2 (Geodesic distance between two points). Let x, y ∈ Ω be distinct points. Then,
the geodesic distance distΩ(x, y) between x and y is defined by:

distΩ(x, y) := inf

{∫ 1

0
|l′(t)| dt | l is a path between x and y

}
. (PPGD)

Remark 2. The infimum of (PPGD) can be attained, namely a minimizer exists. This fact is
shown in terms of the Ascoli-Arzerá theorem and the lower semi-continuity of l 7→

∫ 1
0 |l′(t)|dt.

See Section Minimal geodesics in [13].

Definition 3 (Geodesic distance function). Let x ∈ Ω and E ⊂ Ω. Then, the geodesic
distance distΩ,E(x) of x to E is defined by:

distΩ,E(x) := inf{distΩ(x, y) | y ∈ E}. (PSGD)

Definition 4 (Geodesic signed distance function). Let E ⊂ Ω. Then, the geodesic signed
distance function to E is defined by:

dΩ,E(x) :=

{
− distΩ,Ω\E(x) if x ∈ E,

distΩ,E(x) if x ∈ Ω\E.

If Ω is convex, then dΩ,E corresponds to the ordinary signed distance function dE defined
by

dE(x) =

{
− infy∈Ω\E |x− y| if x ∈ E,

infy∈E |x− y| if x ∈ Ω\E.

It is easy to see that F ⊂ E does not necessarily imply that dE ≤ dF unless Ω is convex. In
other words, dE is not monotonous with respect to E. This is a reason we introduce dΩ,E .
Indeed, by definition we have

Lemma 1. The geodesic signed distance is monotonous with respect to E. In other words,
F ⊂ E implies dΩ,E ≤ dΩ,F in Ω.

3 Lower semi-continuity of capillary functional

In study of the energy (2), the lower semi-continuity of Cβ is crucial. Due to the boundary
integral term, this property is not straightforward. Nevertheless, it was already shown by
Modica [26] in the case where Ω is a C2 bounded domain in Rd and Cβ is of the form:

Cβ(u) :=

∫
Ω
|∇u|+

∫
∂Ω

τ(x, γu(x)) dHd−1(x) (ModicaCF)

where τ : ∂Ω×R → R is a Borel function which is 1-Lipschitz continuous with respect to the
second variable. Note that (ModicaCF) includes (CF) as a special case (set τ(x, s) := β(x)s
for each (x, s) ∈ ∂Ω× R and τ turns out to be ‖β‖∞-Lipschitz continuous).
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For the proof, he invoked a trace inequality for BV functions derived by [4]. The inequality
is of the form ∫

∂Ω
|f − g| dHd−1 ≤

∫
Γt

|∇(f − g)|+
(
2

t
+ c

)∫
Γt

|f − g| dx (3)

for f, g ∈ BV (Ω) with c independent of f, g and t > 0, where

Γt =
{
x ∈ Ω

∣∣ d(x) < t
}
, d(x) = dist(x, ∂Ω) = inf

y∈∂Ω
|x− y|.

This yields ∫
∂Ω

|f − g| dHd−1 ≤
∫
Γt

|∇f |+
∫
Γt

|∇g|+
(
2

t
+ c

)∫
Γt

|f − g| dx.

It turns out that this is enough to prove the lower semi-continuity of Cβ .
In [6], the lower semi-continuity of Cβ(u) is proved when Ω is the half space by using an

inequality ∫
∂Ω

|f − g| dHd−1 ≤
∫
Γt

|∇f |+
∫
Γt

|∇g|+
∫
Γt

|f − g| dx (4)

when Ω is the half space Rd
+ = Rd−1 × (0,∞). In [6], neither the paper [4] nor [26] was not

mentioned. This type of the inequality (4) is found in [22, Proof of Proposition 2.6, (2.11)],
where ∂Ω = BR and Γt = BR × (0, t). In [22], it is used that trace is continuous with respect
to the strict convergence in BV. In this paper, we establish a curved version of (4) and prove
the lower semi-continuous of Cβ(u) defined by (CF). It works even for unbounded domains
provided that it is uniformly C2; for the definition, see e.g. [7].

Lemma 2. Let Ω be a uniformly C2 domain in Rd and let κ1, · · · , κd−1 be the (inward)
principal curvatures of ∂Ω. Let R0 be its reach, i.e., the largest number such that the projection
π : Γt → ∂Ω is well-defined for t < R0, where |x− π(x)| = d(x). Then, for every f, g ∈
BV (Ω), it holds that∫

∂Ω
|f − g|dHd−1 ≤∫

Γt

d−1∏
i=1

1

1− (κi ◦ π)d
|∇νf |+

∫
Γt

d−1∏
i=1

1

1− (κi ◦ π)d
|∇νg|+

1

t

∫
Γt

d−1∏
i=1

1

1− (κi ◦ π)d
|f − g| dx

for t ∈ (0, R0). Here, ∇ν = ∇d · ∇ denotes the directional derivative in the direction of ∇d
so that |∇νf | is well-defined as a Radon measure.

Proof. Since ∂Ω is uniformly C2, the reach R0 can be taken positive. We take t ∈ (0, R0)
to see that the normal coordinate system is available in Γt. Precisely, for each x ∈ Γt, there
exists a unique y ∈ ∂Ω such that x = y + ν(y)d(x), where ν(y) denotes the inward unit
normal vector to ∂Ω at y. Then, we are able to use a C1 change of variables between Γt and
∂Ω × (−t, 0) defined by Φ : Γt 3 x 7→ (π(x), d(x)) ∈ ∂Ω × (−t, 0); see e.g. [21, Chapter 14,
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Appendix]. For each y ∈ ∂Ω, set ft(y) :=
1
t

∫ t
0 f(y + sν(y))ds. Then, we compute∫

∂Ω
|f(y)− ft(y)|dHd−1 =

∫
∂Ω

∣∣∣∣f(y)− 1

t

∫ t

0
f(y + sν(y)) ds

∣∣∣∣ dHd−1(y)

=

∫ t

0

1

t
ds

∫
∂Ω

dHd−1 |f(y)− f(y + sν(y))| =
∫ t

0

1

t
ds

∫
∂Ω

dHd−1

∣∣∣∣∫ s

0

d

du
f(y + uν(y)) du

∣∣∣∣
=

∫ t

0

1

t
ds

∫
∂Ω

dHd−1(y)

∣∣∣∣∫ s

0
ν(y) · ∇f(y + uν(y))du

∣∣∣∣
≤

∫ t

0

1

t
ds

∫
∂Ω

dHd−1(y)

∫ s

0
du |∇νf(y + uν(y))|

=

∫ t

0

1

t
du

∫
∂Ω

dHd−1(y)

∫ t

u
ds |∇νf(y + uν(y))| ≤

∫ t

0

1

t
· tdu

∫
∂Ω

dHd−1(y)|∇νf(y + uν(y))|

=

∫ t

0
du

∫
∂Ω

dHd−1 1

J(Φ(y, u))
· J(Φ(y, u))|∇νf(y + uν(y))| =

∫
Γt

1

J(Φ(x))
|∇νf |,

where J denotes the Jacobian of Φ. For the difference ft − gt, we obtain∫
∂Ω

|ft(y)− gt(y)|dHd−1(y) =

∫
∂Ω

dHd−1(y)

∣∣∣∣1t
∫ t

0
f(y + uν(y))du− 1

t

∫ t

0
g(y + uν(y))du

∣∣∣∣
≤

∫ t

0

1

t
du

∫
∂Ω

dHd−1 |f(y + uν(y))− g(y + uν(y))|

=
1

t

∫ t

0
du

∫
∂Ω

dHd−1(y)
1

J(Φ(y, u))
· J(Φ(y, u))|f(y + uν(y))− g(y + uν(y))|

=
1

t

∫
Γt

1

J(Φ(x))
|f − g| dx.

Recall the exact form of the Jacobian J(Φ(x)) (see e.g. [21, Chapter 14, Appendix]):

J(Φ(x)) =
d−1∏
i=1

(1− κi(π(x))d(x)) for x ∈ Γt.

Therefore, the desired inequality follows by the triangle inequality.

Corollary 1. Let Ω be a uniformly C2 domain in Rd and µ ∈ (0,∞] be the supremum of
radius of inscribed circles of ∂Ω. Then,∫
∂Ω

|f−g| dHd−1 ≤
(

µ

µ− t

)d−1 ∫
Γt

|∇f |+
(

µ

µ− t

)d−1 ∫
Γt

|∇g|+ 1

t

(
µ

µ− t

)d−1 ∫
Ω
|f−g| dx

holds for every t ∈ (0, µ), f, g ∈ BV (Ω). In the case µ = ∞, µ/(µ− t) should be interpreted
as 1, irrelevant to t < ∞.

Proof. By the selection of µ, it follows that κi(π(x)) ≤ 1/µ for all 1 ≤ i ≤ d− 1 and x ∈ Γt.
Moreover, we have d(x) < t. Thus, we can estimate as follows:

d−1∏
i=1

1

1− κi(π(x))d(x)
≤

d−1∏
i=1

1

1− 1
µ · t

=

(
µ

µ− t

)d−1

.

Hence, the desired inequality is immediately derived from Lemma 2 since |∇νf | ≤ |∇f | by
the Schwarz inequality and |∇d| = 1.
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Proposition 4. Let Ω be a uniformly C2 domain in Rd. Then, Cβ is lower semi-continuous
with respect to L1(Ω) whenever ‖β‖∞ ≤ 1. (if Ω has a finite measure, L1 can be replaced by
Lp for any p ∈ [1,∞) since Lp(Ω) ⊂ L1(Ω).)

Proof. First, we prove the assertion when ‖β‖∞ < 1. Let {ui}i be a sequence in L1(Ω)
and u ∈ L1(Ω). Suppose that ui → u in L1(Ω) as i → ∞. Then, it suffices to prove that
lim supi→∞{Cβ(u) − Cβ(ui)} ≤ 0. For simplicity, set δµ,t := ‖β‖∞(µ/(µ − t))d−1. Then, we
can take t > 0 so small that δµ,t < 1. For such a t > 0 and for each i ∈ N, we compute

Cβ(u)− Cβ(ui) =

∫
Ω
|∇u| −

∫
Ω
|∇ui|+

∫
∂Ω

β(γu− γui) dHd−1

≤
∫
Ω
|∇u| −

∫
Ω
|∇ui|+ δµ,t

∫
Γt

|∇u|+ δµ,t

∫
Γt

|∇ui|+
1

t
δµ,t

∫
Ω
|u− ui|

≤
∫
Ω
|∇u| −

∫
Ω\Γt

|∇ui|+
∫
Γt

|∇u|+ 1

t

∫
Ω
|u− ui|

≤
∫
Ω
|∇u| − inf

j≥i

∫
Ω\Γt

|∇uj |+
∫
Γt

|∇ui|+
1

t

∫
Ω
|u− ui|.

Letting i → ∞ gives

lim sup
i→∞

{Cβ(u)− Cβ(ui)} ≤
∫
Ω
|∇u| − lim inf

i→∞

∫
Ω\Γt

|∇ui|+
∫
Γt

|∇u| ≤ 2

∫
Γt

|∇u|.

Here, we have used the lower semi-continuity of u 7→
∫
Ω |∇u| with respect to L1(Ω) -

topology to obtain the last inequality. Since χΓt converges to 0 as t → 0 pointwise and
u ∈ BV (Ω), the Lebesgue convergence theorem gives the desired inequality by letting t → 0.

We next treat the case where ‖β‖∞ = 1. We cannot apply Proposition 3 directly for Cβ(u)
since we do not know if it is lower semi-continuous. We know Cβ/2 is lower semi-continuous
by the above argument. By Proposition 3 and Remark 1, there is g ∈ L∞(Ω) such that
Cβ/2(u) +

∫
Ω gu dx is non-negative for all u ∈ L1(Ω). We set

Cβ,f (u) := Cβ(u) +

∫
Ω
fu dx

and observe that Cβ,f (u) ≥ 0 for all u ∈ L1(Ω) if we take f = 2g ∈ L∞(Ω). It suffices to
prove that Cβ,f is lower semi-continuous because u 7→

∫
Ω fudx is continuous. Let us argue

by contradiction. Suppose that Cβ,f is not lower semi-continuous. Then, there exist a δ > 0,
a u ∈ L1(Ω), and a sequence {ui}i ⊂ L1(Ω) with ui → u in L1(Ω) such that Cβ,f (u) − δ >
Cβ,f (ui) for every i ∈ N. We can choose λ0 ∈ (0, 1) such that Cλβ,λf (u)− δ/2 > Cβ,f (ui) for
all i ∈ N whenever λ0 ≤ λ < 1. Since we already know that Cλβ,λf is lower semi-continuous,
we have lim infj→∞Cλβ,λf (uj) − δ/2 > Cβ,f (ui) (for all i). For this δ, there exists a large
k ∈ N such that infj≥k Cλβ,λf (uj)− δ/4 > Cβ,f (ui). Then, we deduce

inf
j≥k

Cλβ,λf (uj)−
δ

4
> Cβ,f (ui) ≥ λCβ,f (ui) = (λ− 1)

∫
Ω
|∇ui|+ Cλβ,λf (ui)

≥ (λ− 1)

∫
Ω
|∇ui|+ inf

j≥k
Cλβ,λf (uj). (5)
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Here, the second inequality is derived by Cβ,f ≥ 0. The estimate (5) leads

δ

4
< (1− λ)

∫
Ω
|∇ui|.

Since the above estimate is valid for all λ ∈ [λ0, 1), letting λ ↗ 1 yields a contradiction.
Therefore, we conclude that Cβ,f is lower semi-continuous. The proof is complete.

4 Subdifferential of capillary functional

The unique solution wh
E to the minimizing problem minu∈L2(Ω)∩BV (Ω)E

h(u) has been comu-

puted as wh
E = dE −πhKdE where K = ∂C0(0) and πhK denotes the orthogonal projection of

L2(Ω) onto hK (see the discussion in [12]). Because of this formula, it will be useful to char-
acterize the set Kβ := ∂Cβ(0) for capturing the behaviour of the solution to the minimizing

problem minu∈L2(Ω)∩BV (Ω)E
β
h (u). To this end, let us recall an approach to the characteriza-

tion due to an unpublished work by Alter explained in the book by Caselles et al. [10].

Let H be a Hilbert space and Φ : H → [0,∞]. For this Φ, one can define a function
Φ̃ : H → [0,∞] by

Φ̃(u) := sup
v∈H

〈u, v〉
Φ(v)

for u ∈ H. (6)

Remark 3. Suppose that D(∂Φ) 6= ∅ and Φ is positively homogeneous of degree 1. Then, it
is easy to see that Φ∗(p) = IK(p) where K = ∂Φ(0) and

IK(p) :=

{
0 if p ∈ K,

∞ otherwise.

Here, Φ∗ denotes the Fenchel conjugate defined by (FC). The function Φ̃ is the support func-

tion of
{
v
∣∣ Φ(v) ≤ 1

}
and it is positively homogeneous of degree 1. The set

{
p
∣∣ Φ̃(p) ≤ 1

}
equals to K which equals to the set

{
p
∣∣ Φ∗(p) < ∞

}
.

Proposition 5 ([10], Lemma 1.5). Let Φ1,Φ2 : H → [0,∞]. If Φ1 ≤ Φ2, then it holds that

Φ̃1 ≥ Φ̃2.

Proposition 6 ([10], Proposition 1.6). If Φ is convex, lower semi-continuous and positively

homogeneous of degree 1, then
˜̃
Φ = Φ.

Proposition 7 ([10], Theorem 1.8). If Φ is convex, lower semi-continuous and positively
homogeneous of degree 1, then p ∈ ∂Φ(u) if and only if Φ̃(p) ≤ 1 and Φ(u) = 〈p, u〉.

Along the line with the discussion of [10, p. 15], we are able to characterize the subdif-
ferential ∂Cβ with the setting H := L2(Ω) and Φ := Cβ . However, our definition of Cβ may
allow itself to take a negative value. If so, we cannot directly apply Alter’s method. We
add a linear functional to reduce the problem for positive functionals. This is possible by
Proposition 3.

Remark 4. When Ω is the half space Rd
+ := Rd−1× (0,∞), Bellettini and Kholmatov proved

non-negativity of Cβ in [6].
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We are now in the position to prove Theorem 2, which characterizes the subdifferential
∂Cβ(u).

Proof of Theorem 2. Since we know by Proposition 3 that Cβ(u) is convex, lower semi-
continuous and positively homogeneous of degree 1 in L2(Ω), there is f ∈ L2(Ω) such that
Cβ,f (u) = Cβ(u) +

∫
Ω fu dx ≥ 0 for all u ∈ L2(Ω) by Proposition 3 and Remark 1. To prove

Theorem 2, we introduce a functional

Ψβ,f (q) = inf
{
‖z‖∞

∣∣ q = − div z + f‖z‖∞ in D′(Ω), ‖z‖∞β = −[z · ν] on ∂Ω

with z ∈ X2(Ω)
}
.

A key step is to prove that C̃β,f = Ψβ,f which is rigorously stated as follows.

Lemma 3. Let Ω be a bounded C2 domain in Rd. Assume that ‖β‖∞ ≤ 1. Let f ∈ L2(Ω) be

taken such that Cβ,f ≥ 0 in L2(Ω). Then C̃β,f = Ψβ,f .

Remark 5. It is not clear that the infimum in the definition of Ψβ,f is attained. This causes
extra technical difficulty compared with the case β = 0.

We continue to prove Theorem 2 admitting Lemma 3. Since C̃β,f = Ψβ,f by Lemma 3,
Proposition 7 yields

q ∈ ∂Cβ,f (u) ⇔ Ψβ,f (q) ≤ 1 and Cβ,f (u) =

∫
Ω
qu dx.

For a moment, we pretend that the infimum in the definition of Ψβ,f is attained. In this
case, Ψβ,f (q) ≤ 1 is equivalent to saying that ‖z0‖∞ = Ψβ,f (q) ≤ 1, where z0 satisfies
q = − div z0 + f‖z0‖∞, ‖z0‖∞β = −[z0 · ν] with z0 ∈ X2(Ω). The identity Cβ,f (u) =

∫
Ω qu dx

becomes ∫
Ω
|∇u|+

∫
∂Ω

βγu dHd−1 +

∫
Ω
fu dx =

∫
Ω
u(− div z0) dx+ ‖z0‖∞

∫
Ω
fu dx

=

∫
Ω
(z0, Du)−

∫
Ω
[z0 · ν]γu dHd−1 + ‖z0‖∞

∫
Ω
fu dx

if one uses the Anzellotti pair (z0, Du). This implies∫
Ω
|∇u|+

∫
∂Ω

βγu dHd−1 +

∫
Ω
fu dx =

∫
Ω
(z0, Du) + ‖z0‖∞

(∫
∂Ω

βγu dHd−1 +

∫
Ω
fu dx

)
.

(7)
By [10, Theorem C.6] we know∣∣∣∣∫

Ω
(z0, Du)

∣∣∣∣ ≤ ‖z0‖∞
∫
Ω
|∇u|,

which together with (7) implies

Cβ,f (u) ≤ ‖z0‖∞Cβ,f (u).

Thus, unless Cβ,f (u) = 0, then ‖z0‖∞ = 1. In this case, by (7) we have∫
Ω
|∇u| =

∫
Ω
(z0, Du).
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Since the infimum in the definition of Ψβ,f may not be attainable, the argument is more
involved. Let {zi} ⊂ X2(Ω) be a minimizing sequence of the infimum in the definition of
Ψβ,f (q). We may assume that zi ⇀ z ∗-weakly in L∞(Ω,Rd) with some z ∈ L∞(Ω,Rd). Since

sup
i

(
‖zi‖∞ + ‖ div zi‖L2(Ω)

)
< ∞,

we conclude that (zi, Du) ⇀ (z,Du) as measures by [3, Theorem 4.1]. Integration by parts
yields (7) with z0 = zi. As in the previous paragraph, we obtain

Cβ,f (u) =

∫
Ω
(zi, Du) + ‖zi‖

(∫
∂Ω

βγu dHd−1 +

∫
Ω
fu dx

)
≤ ‖zi‖∞Cβ,f (u). (8)

If Cβ,f (u) > 0, this implies that ‖zi‖∞ ≥ 1. Since Ψβ,f (q) ≤ 1, ‖zi‖∞ must converge to
1 = Ψβ,f (q). The inequality (8) now implies that

lim
i→∞

∫
Ω
(zi, Du) =

∫
Ω
|∇u|,

which yields
∫
Ω(z,Du) =

∫
Ω |∇u|. Since ‖ · ‖∞ is lower semi-continuous under ∗-weak conver-

gence in L∞(Ω,Rd), we conclude that

‖z‖∞ ≤ lim
i→∞

‖zi‖∞ = Ψβ,f (q) = 1.

We take any φ ∈ C∞
0 (Ω). Testing q = − div zi + f‖zi‖∞ by φ and sending i → ∞, we see

that∫
Ω
qφ dx =

∫
Ω
φ(− div zi) dx+ ‖zi‖∞

∫
Ω
fφ dx =

∫
Ω
zi · ∇φdx+ ‖zi‖∞

∫
Ω
fφ dx

−→
∫
Ω
z · ∇φdx+

∫
Ω
fφ dx.

Here, the second equality follows from [10, Proposition C.4] and the last convergence is
deduced from zi ⇀ z ∗−weakly in L∞(Ω,Rd). Hence, we have q = − div z + f in D′(Ω).
Meanwhile, for any φ ∈ C∞(Ω), we again test both q = − div zi+f‖zi‖∞ and q = − div z+f
by φ. Then, sending i → ∞ yields∫

∂Ω
βγφdHd−1 =

∫
∂Ω

γφ(−[z · ν]) dHd−1

due to ‖zi‖∞β = −[zi · ν] on ∂Ω. Since φ is arbitrary, we see that β = −[z · ν]. The converse
is easy to prove. We thus conclude that

q ∈ ∂Cβ,f (u)

is equivalent to saying that

q = − div z + f, β = −[z, ν] with z ∈ X2(Ω) and ‖z‖∞ ≤ 1,∫
Ω
|∇u| =

∫
Ω
(z,Du).
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Since ∂Cβ,f (u) = ∂Cβ(u) + f , the characterization of ∂Cβ(u) in Theorem 2 now follows
provided that Cβ,f (u) > 0.

If Cβ,f (u) = 0, then

Cβ,f (u) =

∫
Ω
qu dx

implies

Cβ,f (u) =

∫
Ω
αqu dx

for all α ∈ R. Thus,

∂Cβ,f (u) =

{
λq ∈ L2(Ω)

∣∣∣∣ q ∈ L2(Ω) and λ ∈ [0, 1] with Ψβ,f (q) = 1 and

∫
Ω
qu dx = 0

}
.

As we observed, Ψβ,f (q) = 1 with
∫
Ω qu dx = Cβ,f (u) is equivalent to saying that there exists

z ∈ L∞(Ω,Rd) such that

q = − div z + f, β = −[z, ν] with z ∈ X2(Ω) and ‖z‖∞ ≤ 1,∫
Ω
|∇u| =

∫
Ω
(z,Du).

Thus, we obtain the desired characterization of ∂Cβ(u) in Theorem 2.

Proof of Lemma 3. The proof is similar to the case β = 0, f = 0 in [10, Proposition 1.9].

If Ψβ,f (q) = ∞, then C̃β,f (q) ≤ Ψβ,f (q) so we may assume that Ψβ,f (q) < ∞. Let u ∈
L2(Ω)∩BV (Ω). For q = − div z+ f‖z‖∞, ‖z‖∞β = −[z · ν] with z ∈ X2(Ω), we observe that∫

Ω
uq dx=

∫
Ω
u (− div z + f‖z‖∞) dx

=

∫
Ω
(z,Du) +

∫
Ω
fu dx‖z‖∞ +

∫
∂Ω

βγu dHd−1‖z‖∞

≤ ‖z‖∞
(∫

Ω
|∇u|+

∫
∂Ω

βγu dHd−1 +

∫
Ω
fu dx

)
= ‖z‖∞Cβ,f (u).

Since u ∈ BV (Ω) ∩ L2(Ω) is dense in L2(Ω), taking supremum in u implies that C̃β,f (q) ≤
‖z‖∞. The inequality C̃β,f (q) ≤ Ψβ,f (q) now follows by taking the infimum of ‖z‖∞.

For the converse inequality, it suffices to prove that Cβ,f (u) ≤ Ψ̃β,f (u) by Proposition 5
and Proposition 6. We may assume that u ∈ L2(Ω) ∩BV (Ω). We proceed

Ψ̃β,f (u) = sup
q∈L2(Ω)

∫
Ω uq dx

Ψβ,f (q)
≥ sup

q∈L2(Ω)
Ψβ,f (q)<∞

∫
Ω uq dx

Ψβ,f (q)
.

If Ψβ,f (q) < ∞, then we observed, for q = − div z+f‖z‖∞, ‖z‖∞β = −[z ·ν] with z ∈ X2(Ω),∫
Ω
uq dx =

∫
Ω
(z,Du) +

∫
Ω
fu dx‖z‖∞ +

∫
∂Ω

βγu dHd−1‖z‖∞.
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Thus,

Ψ̃β,f (u) ≥ sup
q∈L2(Ω)

∫
Ω uq dx

‖z‖∞
≥ sup

1

‖z‖∞

∫
Ω
(z,Du)

+

∫
∂Ω

βγu dHd−1 +

∫
Ω
fu dx,

where the last supremum is taken for z ∈ X2(Ω) satisfying

‖z‖∞β = −[z · ν] on ∂Ω.

To conclude that Ψ̃β,f (u) ≥ Cβ,f (u), it suffices to prove that

sup

{
1

‖z‖∞

∫
Ω
(z,Du)

∣∣∣∣ z ∈ X2(Ω), ‖z‖∞β = −[z · ν] on ∂Ω

}
≥

∫
Ω
|∇u|.

Since |∇u| is a Radon measure in Ω, for ε > 0 there is δ > 0 such that∫
Ωδ

|∇u| ≥
∫
Ω
|∇u| − ε

for Ωδ =
{
x ∈ Ω

∣∣ dist(x, ∂Ω) > δ
}
. For any z ∈ C∞(Ωδ/2) which is compactly supported

in Ωδ, we are able to extend z to Ω such that the extended z satisfies z ∈ X2(Ω) with
‖z‖∞β = −[z · ν] on ∂Ω. For such z∫

Ωδ

(z,Du) =

∫
Ωδ

v(− div z) dx.

We know that ∫
Ωδ

|∇u| = sup
z∈C∞

0 (Ωδ)

1

‖z‖∞

∫
Ωδ

u(− div z) dx.

Thus,

sup

{
1

‖z‖∞

∫
Ω
(z,Du)

∣∣∣∣ z ∈ X2(Ω), ‖z‖∞β = −[z · ν] on ∂Ω

}
≥ sup

1

‖z‖∞

∫
Ωδ

u(− div z) dx ≥
∫
Ωδ

|∇u| ≥
∫
Ω
|∇u| − ε,

where the second supremum is taken over z ∈ C∞
0 (Ω) such that ‖z‖∞β = −[z · ν] on ∂Ω.

Since ε is arbitrary, we now conclude the desired inequality. Thus, we have proved that
Ψ̃β,f (u) ≥ Cβ,f (u).

5 Capillary Chambolle type scheme

We will show that Chambolle’s scheme is a concrete way to implement Almgren-Taylor-Wang’s
scheme. In other words, we shall prove Theorem 1.
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Proof of Theorem 1. Existence and uniqueness of the minimizer w of Eβ
h follows from strict

convexity and the lower semi-continuity of the energy with respect to L2(Ω). The Euler-
Lagrange inclusion of (2) reads

w − dΩ,E0

h
+ ∂Cβ(w) 3 0. (9)

We set p := (w − dΩ,E0)/h for simplicity. Then, we have −p ∈ ∂Cβ(w). There exists an
M > 0 such that |dΩ,E0 | ≤ M . Then, we deduce from the maximal principle that |w| ≤ M .

Set Fs := {w < s} for each s ∈ R. Noting that w(x) = M −
∫M
w(x) ds = M −

∫M
−M χFsds, we

obtain

Cβ(w) = −
∫
Ω
pw dx =

∫ M

−M

∫
Ω
pχFs dxds−M

∫
Ω
p dx. (10)

The first equality is derived by −p ∈ ∂Cβ(w). Since −p ∈ ∂Cβ(0), it holds that Cβ(u) ≥
−
∫
Ω pudx for every u ∈ L2(Ω). In particular, substituting 1,−1 ∈ L2(Ω) into this inequality

gives ∫
∂Ω

β dHd−1 ≥ −
∫
Ω
p dx, −

∫
∂Ω

β dHd−1 ≥
∫
Ω
p dx

implying ∫
Ω
p dx = −

∫
∂Ω

β dHd−1 = 0. (11)

Here the average-free assumption on β is invoked.
We next observe that

Cβ(w) =

∫ M

−M

(∫
Ω
|∇χFs | −

∫
∂Ω

βχFsdHd−1

)
ds. (12)

To get (12), we have used the co-area formula with respect to BV functions:∫
Ω
|∇w| =

∫ ∞

−∞

∫
Ω
|∇χFs | (13)

Moreover, since χFs ≡ 1 for all s ∈ (M,∞) and χFs ≡ 0 for all s ∈ (−∞,−M), we deduce∫
Ω
|∇w| =

∫ M

−M

∫
Ω
|∇χFs |.

For the term containing β, we have∫
∂Ω

βw dHd−1 = −
∫ 0

−∞

∫
∂Ω

βχ{w<s}dHd−1ds+

∫ ∞

0

∫
∂Ω

βχ{w>s}dHd−1ds

= −
∫ 0

−M

∫
∂Ω

βχ{w<s}dHd−1ds+

∫ ∞

0

∫
∂Ω

β(1− χ{w<s})dHd−1ds

= −
∫ 0

−M

∫
∂Ω

βχ{w<s}dHd−1ds−
∫ M

0

∫
∂Ω

βχ{w<s}dHd−1ds = −
∫ M

−M

∫
∂Ω

βχFsdHd−1ds.

Thus, the formula (12) follows.
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Combining (10) and (12) yields∫ M

−M
C−β(χFs) ds =

∫ M

−M

∫
Ω
pχFsdxds. (14)

Since −p ∈ ∂Cβ(w), we see that p ∈ ∂C−β(−w) ⊂ ∂C−β(0). Thus, it follows that C−β(χFs) ≥∫
Ω pχFsdx. Therefore, the identity (14) yields C−β(χFs) =

∫
Ω pχFsds holds for a.e. s ∈

[−M,M ]. This can be rephrased as p ∈ ∂C−β(χFs) by Proposition 7 since Cβ is positively
homogeneous of degree 1. For such s ∈ [−M,M ], taking any F ⊂ Ω, we obtain the estimate
of the form:

C−β(χF ) ≥
∫
Ω
p(χF − χFs) dx+ C−β(χFs) =

∫
Ω

w − dΩ,E0

h
· (χF − χFs)dx+ C−β(χFs)

=

∫
Ω

w − s

h
· (χF − χFs) dx+

∫
Ω

s− dΩ,E0

h
· (χF − χFs) dx+ C−β(χFs)

≥
∫
Ω

s− dΩ,E0

h
χF dx−

∫
Ω

s− dΩ,E0

h
χFs dx+ C−β(χFs).

This leads

C−β(χF ) +

∫
Ω∩F

dΩ,E0 − s

h
dx ≥ C−β(χFs) +

∫
Ω∩Fs

dΩ,E0 − s

h
dx.

We set Es := {dΩ,E0 < s} for each s ∈ R. Noting that∫
Ω∩(F△Es)

|dΩ,E0 − s|
h

=

∫
Ω∩F

dΩ,E0 − s

h
dx−

∫
Ω∩Es

dΩ,E0 − s

h
dx,

Fs turns out to be a minimizer of F 7→ C−β(χF ) +
∫
Ω∩(F△Es)

|dΩ,E0 − s|/h. We can take a

decreasing sequence si → 0 as i → ∞ such that p ∈ ∂C−β(χFsi
) for every i ∈ N. Then, since

χFsi
→ χF0 in L2(Ω), the lower semi-continuity of C−β implies

C−β(χF0) ≤ lim inf
i→∞

C−β(χFsi
) = lim inf

i→∞

∫
Ω
pχFsi

dx =

∫
Ω
pχF0dx.

Here, the last equality follows from pointwise convergence of χFsi
to χF0 and the Lebesgue

convergence theorem. The converse inequality is derived from p ∈ ∂C−β(0). Therefore, we

conclude p ∈ ∂C−β(χF0) which leads T β
h (E0) = argminF A−β(F,E0, 1/h).

In Theorem 1, β cannot be constant owing to the restriction
∫
Ω βdHd−1 = 0. Moreover,

we are not sure that the given β exactly describes the desired contact angle condition because
we do not know the position of ∂∗E0 ∩ ∂Ω. Thus, we have to define β as − cos θ(0, ·) in a
neighbor of the boundary ∂E0 ∩ ∂Ω of the hypersurface, and we set β as a constant so that∫
Ω βdHd−1 = 0. Subsequently, we rigorously state how to implement Chambolle’s scheme
with capillary functional.

Let E0 ⊂ Ω be a Caccioppoli set in Ω, and suppose that Hd−1(∂∗E0 ∩ ∂Ω) = 0 and
∂∗E0 ∩ ∂Ω is not dense in ∂Ω. Let T > 0 be a time horizon and h > 0 be a time step. Then,
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the time interval [0, T ] is split into N sub-intervals, where N ∈ N and T = hN . Suppose that
θ : [0, T ]× ∂Ω → [0, π] is given. Then, we define a function βh,0 as follows:

βh,0 :=

− cos θ(0, ·) if Nh,0,∫
Nh,0

cos θ(0,·)dHd−1

Hd−1(∂Ω)−Hd−1(Nh,0)
on ∂Ω\Nh,0,

where Nh,0 ⊂ ∂Ω is a neighborhood of ∂∗E0 ∩ ∂Ω such that ∂Ω\Nh,0 has positive Hd−1-
measure on ∂Ω.

Let wh,0 ∈ L2(Ω) ∩ BV (Ω) be the unique minimizer of the energy E
βh,0

h . Then, we set
Th(E0) := {wh,0 < 0}. Next, βh,1 is defined in terms of Th(E0) as follows:

βh,1 :=

− cos θ( 1h , ·) if Nh,1,∫
Nh,1

cos θ( 1
h
,·)dHd−1

Hd−1(∂Ω)−Hd−1(Nh,1)
on ∂Ω\Nh,1,

where Nh,1 ⊂ ∂Ω is a neighborhood of ∂∗(Th(E0)) ∩ ∂Ω. Then, we set T 2
h (E0) := {wh,1 < 0}

where wh,1 is the unique minimizer of E
βh,1

h . By the inductive step, we define Nh,i, βh,i and
T i+1
h (E0) for 0 ≤ i ≤ N − 1 with T 1

h (E0) := Th(E0) assuming that at each step Nh,1 can be
taken with the property that ∂Ω\Nh,1 has positive Hd−1-measure on ∂Ω.

Under these notations, we define a time discrete evolution Eh(t) of sets in Ω by:

Eh(t) := T
⌊ t
h
⌋

h (E0) for t ∈ [0, T ].

Remark 6. The definition of Eh depends not only on the choice of h, but also on Nh,i. If
one tends to prove the convergence of the proposed discrete scheme, then independence of the
choice of Nh,i should be shown as well. Though we expect that Eh(t) will converge to a time
evolution E(t) in some sense, we do not provide any convergence result and leave it for future
works. Alternatively, we shall carry out several numerical experiments to confirm that the
proposed scheme works well and behaves as desired.

6 Numerical experiment

In this section, we show how the discrete scheme works through some examples. Our scheme
consists of the following parts.

1. Given an initial data E ⊂ Ω, compute the signed distance dE in terms of fast marching
algorithm.

2. Solve the isotropic TV denoising problem with the initial data dE by the Split Bregman
method. Let wE be a solution of it.

3. Compute the zero sublevel set E′ of wE and set E := E′.

4. Repeat the process from 1 to 3.

Our goal in this section is to modify the scheme mentioned above so that it also works in
the case where TV is replaced by the capillary functional Cβ for some β ∈ L∞(∂Ω) and to
verify its accuracy through some strong solutions to the mean curvature flow with contact
angle condition. Nevertheless, we begin with a classical case to get in touch with the basic
idea of this method. By the classical case, we mean that E is sequentially compact in Ω, that
is E ⊂⊂ Ω.
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6.1 How to derive distance function?

To compute the signed distance function dE numerically, we put collocation points Xi (1 ≤
i ≤ N) and regard E as the polygon ∪N

i=1[Xi−1,Xi] with solid. For short, this polygon will be
still denoted by E. Then, we can judge whether each point x in Ω is included in the polygon
or not by investigating the winding number of the polygon around x. In this way, we have
the discrete function dE : {1, · · · , Ny} × {1, · · · , Nx} → {−1, 1} defined by

dE(i, j) :=

{
1 if (xj , yi) ∈ E,

−1 if (xj , yi) /∈ E.

Then, we obtain the approximate values of dE at mesh points near ∂E by applying the
argument done in §3.1 in [11]. As stated in [11], we are now in the position to start the
fast marching algorithm to determine the approximate values of dE far from ∂E. To this
end, we have utilized ”FastMarching.jl”, a library of Julia developed by Hellemo [Github;
hellemo/FastMarching.jl; accessed; 2023 May 21]. FastMarching.jl accepts coordinate of mesh
points nearby ∂E and returns distance between each mesh point and ∂E. After that, we finally
update the sign of each dE(i, j) by checking the sign of wE(i, j). In the second iteration, we
do not have to calculate the winding number of E because we already know the level set
function wE .

6.2 Split Bregman method

Let us recall the Split Bregman method first proposed by Goldstein and Osher [23]. Their
scheme aims to solve problems that are categorized in the class of L1 regularized optimization
problem. Before applying their scheme to our problem, let us briefly review the proposed
scheme. Let f be a given data and µ > 0, they considered the following energy minimizing
problem:

min
u

∫
Ω
|∇u|+ µ

2
‖u− f‖22. (15)

Note that this quantity is nothing but the energy to be minimized in Chambolle’s scheme if
one chooses µ := 1

h and f := dE for some given initial data E ⊂ Ω. In our problem, this
corresponds to the case where β ≡ 0. The idea of the Split Bregman method is to divide the
variable u of (15) into two portions u and d = (dx, dy) := ∇u and to solve alternatively the
following problem:

min
u,dx,dy

∫
Ω
|d|+ µ

2
‖u− f‖22 +

λ

2
‖dx − ux‖22 +

λ

2
‖dy − uy‖22. (16)

The last two terms are regarded as a constraint d = ∇u and (16) is an unconstrained problem.
Note that the problem under consideration is represented as the sum of L1 and L2 terms.
The minimizer u is approximated by a sequence {u(k)}k of functions that are generated an
iterate step. To this end, setting u(0) := f and dx

(0) = dy
(0) = bx

(0) = by
(0) = 0, u(k), dx

(k),

dy
(k), bx

(k) and by
(k) (k ∈ N) are determined by the following equality:

d(k) := arg min
d

|d|+ λ

2
‖d−∇u(k−1) − b(k−1)‖22 (17)
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and

u(k) := arg min
u

µ

2
‖u− f‖22 +

λ

2
‖d(k−1) −∇u− b(k−1)‖22. (18)

The operator to derive d(k) from ∇u(k−1), b(k−1) is often called a shrinking operator, and it
can be calculated explicitly without differentiating |d|. In the concrete procedure in numerical
computation, we assume that Ω = (αx, αy)×(βx, βy) ⊂ R2 for some αx < βx and αy < βy and
the functions u, dx, dy, bx and by are defined on mesh points (xj , yi) (1 ≤ j ≤ Nx, 1 ≤ i ≤ Ny)
of Ω where Nx and Ny are the number of meshes along the x-axis and the y-axis, respectively

and xj := αx + (βx−αx)j
Nx

and yi := αy +
(βy−αy)i

Ny
. For simplicity, we write ui,j := u(xj , yi).

Then, the minimizers d
(k)
i,j = (dx

(k)
i,j , dy

(k)
i,j ) and u

(k)
i,j of (17) and (18) can be explicitly computed

as follows:

dx
(k)
i,j =

s
(k−1)
i,j λ(∇xu

(k−1)
i,j + bx

(k−1)
i,j )

s
(k−1)
i,j λ+ 1

, dy
(k)
i,j =

s
(k−1)
i,j λ(∇yu

(k−1)
i,j + by

(k−1)
i,j )

s
(k−1)
i,j λ+ 1

,

u
(k)
i,j = G

(k−1)
i,j , bx

(k)
i,j = bx

(k−1)
i,j + (∇xu

(k)
i,j − dx

(k)
i,j ), by

(k)
i,j = by

(k−1)
i,j + (∇yu

(k)
i,j − dy

(k)
i,j ). (19)

Here, we have set

s
(k−1)
i,j :=

√
|∇xu

(k−1)
i,j + bx

(k−1)
i,j |2 + |∇yu

(k−1)
i,j + by

(k−1)
i,j |2,

and

G
(k)
i,j :=

λ

µ∆x2 + 4λ

(
u
(k−1)
i+1,j + u

(k−1)
i−1,j + u

(k−1)
i,j+1 + u

(k−1)
i,j−1

)
+

∆x2

µ∆x2 + 4λ
(µfi,j + λ(∇x(dx

(k−1)
i,j − bx

(k−1)
i,j ) +∇y(dy

(k−1)
i,j − by

(k−1)
i,j )))) (20)

where ∆x := βx−αx

Nx
=

βy−αy

Ny
and b(k) is determined in the course of Bregman iteration. The

procedure (19) is repeated until the following criteria holds:√√√√ Ny∑
i=1

Nx∑
j=1

(u
(k)
i,j − u

(k−1)
i,j )2∆x2 =: ‖u(k) − u(k−1)‖ ≥ 10−3.

The partial derivatives ∇xu and ∇yu are discretized by the central finite difference, namely

∇xui,j :=
ui,j+1 − ui,j−1

2∆x
, ∇yui,j :=

ui+1,j − ui−1,j

2∆x
.

We have to care when the point (i, j) is on ∂Ω, that is the case either i = 1, i = Ny, j = 1 or
j = Nx. In such cases, the neighbor points (i + 1, j), (i − 1, j), (i, j + 1) and (i, j − 1) may
not belong to Ω. Then, we shall impose either the periodic boundary condition or Neumann
boundary condition to the function u. This depends on the selection of the initial data f . We
will decide which boundary condition should be used in each specific problem.

For derivation of the discrete scheme, we refer the reader to Split Bregman Isotropic TV
Denoising [23]. Therein, the mesh size ∆x is assumed to be 1.0 so that the formulae seem
much simpler than that of us.
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6.3 Closed curves

We begin with classical cases, namely the case where an initial data with solid is fully included
in Ω. In this case, we always impose the periodic boundary condition to minimizers u to be
determined through our scheme. Precisely speaking, we assume that u1,j = uNy ,j (1 ≤ j ≤
Nx), ui,1 = ui,Nx (1 ≤ i ≤ Ny). Curves presented below are zero level lines of minimizers
which are derived through our scheme.

6.3.1 Star shaped curve

In this section, the initial curve is parameterized as (0, 2π) 3 t 7→ ((3.0 + sin 5t) cos t, (3.0 +
sin 5t) sin t) ∈ R2. The hyperparameters are set as αx := −5.0, βx := 5.0, αy := −5.0,
βy := 5.0, Nx := 500 and Ny := 500.

Figure 1: Evolution of star shaped curve

6.3.2 Pi shaped curve

We borrow the initial data of the pi curve from the website ”https://ja.wolframalpha.com/”.
Since its parameterization is quite complicated, we do not cite it. We have multiply coordi-
nates by 1

240 to be included our Ω. The hyperparameters used in this case are same as in the
previous section, namely star shaped curve.
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Figure 2: Evolution of Pi shaped curve

7 Split Bregman method for capillary functional

Let us explore a way to apply the Split Bregman method to our problem which is of the form:

min
u∈L2(Ω)

Cβ(u) +
µ

2
‖u− f‖22.

Following the idea of the method, we prefer to split this problem into the following two
sub-problems:

d := arg min
d

∫
Ω
|d|+ λ

2
‖d−∇u− b‖22 (21)

and

u := arg min
u

∫
∂Ω

βγu dH1 +
µ

2
‖u− f‖22 +

λ

2
‖d−∇u− b‖22. (22)

To this end, we recall the derivation of the equality (20). This equality is nothing but discrete
version of the following equality:

(µI − λ∆)u = µf − λ∂x(dx − bx)− λ∂y(dy − by). (23)
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The formula (23) is derived as the Euler-Lagrange equation of the energy to be minimized in
(18). Indeed, for any φ ∈ C∞(Ω), we calculate as follows:

d

dε

(∫
∂Ω

βγ(u+ εφ) dH1 +
µ

2
‖u+ εφ− f‖22 +

λ

2
‖d−∇u− ε∇φ− b‖22

)
=

µ

∫
Ω
(u+ εφ− f)φ+ λ

∫
Ω
(dx − ux − εφx − bx)(−φx) + λ

∫
Ω
(dy − uy − εφy − by)(−φy) =

µ

∫
Ω
(u+εφ−f)φ+λ

∫
Ω
{∂x(dx − εφxx − bx)− uxx}φ+λ

∫
Ω
{∂y(dy − εφyy − by)− uyy}φ.

Here, we have used integration by parts to get the second equality from the first one. Evalu-
ating the above equality at ε = 0 and taking into account that φ has been arbitrarily taken,
we obtain (23). Now, suppose that φ is smooth up to ∂Ω. Then, we again calculate the
variation of the energy (22). Since the formula (23) is valid in Ω, integration by parts yields
the following formula:∫

∂Ω
βφdH1 − λ

∫
∂Ω

(dx − ux − bx)nxφdH1 − λ

∫
∂Ω

(dy − uy − by)nyφdH1 = 0.

Here, nx and ny denote the first element and the second one of the outer normal vector to
∂Ω, respectively. Since φ is arbitrary, we have

β = λ(dx − ux − bx)nx + λ(dy − uy − by)ny on ∂Ω. (24)

Remark 7. The formula (24) is somehow rational. Actually, assume that Ω is a rectangular
domain in R2 and ∂E touches ∂Ω on the left wall with the angle θ. At the first step of

Bregman iteration, d
(0)
x = b

(0)
x = 0 is assumed. Moreover, it holds that nx = −1 and ny = 0.

Thus, if λ = 1, then β = ux follows on the left wall. Because the interface is described as
the zero level set of u, its outward unit normal vector is ∇u/|∇u|. As u is closed to the
signed distance function d, we expect |∇u| ≈ 1. By these observations, it likely holds that
∇u/|∇u| · n = β. On the other hand, if the contact angle between ∂E and ∂Ω is equal to θ,
we see that ∇u/|∇u| · n = − cos θ. Hence, β = − cos θ is inferred. Thus, the formula (24)
makes sense.

Remark 8. A similar argument is found in Appendix B [27]. Therein, integration by parts
was used to obtain the boundary condition of the Euler-Lagrange equation. Although, the
boundary integral term did not appear. Eq. (3.12) in [27] corresponds to (24) when β ≡ 0.

The Euler-Lagrange equations up to the boundary have been derived as in (23) and (24).
In the sequel, we solve this system numerically and see that the scheme works as expected.
A benchmark function is the solution to the following boundary value problem which was
considered in [2]: 

ut − (arctanux)x = 0 in Ω× [0,∞),

ux = (tan θl)
−1 on {x = αx} ∩ ∂Ω× [0,∞),

ux = (tan θr)
−1 on {x = βx} ∩ ∂Ω× [0,∞),

u(0, ·) = u0 ∈ C∞(Ω),

(25)

where θl denotes the angle between (0, 1)T and {x = αx} ∩ ∂Ω; θr denotes the angle between
(0, 1)T and {x = βx} ∩ ∂Ω. Take a look at the following figure to understand the setting:
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Figure 3: Contact angle problem

We shall explain how to treat the boundary part of the system, namely (24). It is con-
venient to be able to get the discrete values of u on the boundary ∂Ω in the formula (19).

However, to calculate the quantities u
(k)
1,j , u

(k)
Ny ,j

for 1 ≤ j ≤ Nx and u
(k)
i,1 , u

(k)
i,Nx

for 1 ≤ i ≤ Ny,

we need the values u
(k−1)
0,j , u

(k−1)
Ny+1,j , u

(k−1)
i,1 and u

(k−1)
i,Nx+1 which is fictional. It is a common way

to consider that this kind of imaginary points exist and to compute these values in terms of
an imposed Neumann boundary condition, that is to say the formula (24). At first, consider
the case where mesh points (xj , yi) are on the edge of ∂Ω. Then, By the central difference
method, (ux)i,j and (uy)i,j are computed as follows:

(ux)i,1 ≈
ui,2 − ui,0

∆x
, (ux)i,Nx ≈

ui,Nx+1 − ui,Nx−1

∆x
,

(uy)1,j ≈
u2,j − u0,j

∆x
, (uy)Ny ,j ≈

uNy+1,j − uNy−1,j

∆x
. (26)

On the other hand, the formula (24) yields

(ux)i,1 = (dx)i,1 − (bx)i,1 +
1

λ
βi,1, (ux)i,Nx = (dx)i,Nx − (bx)i,Nx − 1

λ
βi,Nx ,

(uy)1,j = (dy)1,j − (by)1,j +
1

λ
β1,j , (uy)Ny ,j = (dy)Ny ,j − (by)Ny ,j −

1

λ
βNy ,j . (27)

Combining (26) and (27) gives

ui,0 = ui,2−2∆x((dx)i,1−(bx)i,1+
1

λ
βi,1), ui,Nx+1 = ui,Nx−1+2∆x((dx)i,Nx−(bx)i,Nx−

1

λ
βi,Nx),

u0,j = u2,j−2∆x((dy)1,j−(by)1,j+
1

λ
β1,j), uNy+1,j = uNy−1,j+2∆((dy)Ny ,j−(by)Ny ,j−

1

λ
βNy ,j).

(28)
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Here, to derive (27), we note that (nx)i,1 = (ny)1,j = −1, (nx)i,Nx = (ny)Ny ,j = 1 and
(nx)1,j = (nx)Ny ,j = (ny)i,1 = (ny)i,Nx = 0 for 2 ≤ i ≤ Ny − 1 and 2 ≤ j ≤ Nx − 1. Secondly,
let us obtain the discrete values at the corner points (1, 1), (1, Nx), (Ny, 1) and (Ny, Nx). Since
∂Ω is not smooth at these points, we artificially assume that n1,1 = (−1/

√
2,−1/

√
2),n1,Nx =

(1/
√
2,−1/

√
2),nNy ,1 = (−1/

√
2, 1/

√
2) and nNy ,Nx = (1/

√
2, 1/

√
2). Then, by a similar

argument as above, we have

uNy ,0 + uNy+1,1 =

uNy ,2 + uNy−1,1 + 2∆x

{
−(dx)Ny ,1 + (bx)Ny ,1 + (dy)Ny ,1 − (by)Ny ,1 −

√
2

λ
βNy ,1

}
,

uNy ,Nx+1 + uNy+1,Nx =

uNy ,Nx−1 + uNy−1,Nx + 2∆x

{
(dx)Ny ,Nx − (bx)Ny ,Nx + (dy)Ny ,Nx − (by)Ny ,Nx −

√
2

λ
βNy ,Nx

}
,

u0,Nx + u1,Nx+1 =

u2,Nx + u1,Nx−1 + 2∆x

{
(dx)1,Nx − (bx)1,Nx − (dy)1,Nx + (by)1,Nx −

√
2

λ
β1,Nx

}
,

u0,1 + u1,0 = u2,1 + u1,2 − 2∆x

{
(dx)1,1 − (bx)1,1 + (dy)1,1 + (by)1,1 +

√
2

λ
β1,1

}
. (29)

We substitute the formulae (28) and (29) into (19) if we encounter needs for computing
boundary points on ∂Ω. In this way, we carry out numerical experiment for the boundary
contact case. As an initial data, we select the curve whose zero level set is the graph of:

u(x) :=
4

π
log

∣∣∣cos(−π

4
x+

π

4

)∣∣∣+ 1

2
+

2

π
log 2 for x ∈ [0, 2].

Observe that the graph of u does not change its shape when it is evolved by curvature.
This kind of curves is often called the Grim Reaper or the translating soliton in the literature.
The hyperparameters are set as αx := 0.0, βx := 2.0, αy := 0.0, βy := 1.0, Nx := 800, Ny :=
400, h := 0.5∆x2, µ := 1/h and λ := 1.0. β is defined as follows: βi,1 = βi,Nx = −1/

√
2 for

1 ≤ i ≤ Ny, β1,j = 1/
√
2 for 2 ≤ j ≤ Nx−1 and βNy ,j = 0.0 for 2 ≤ j ≤ Nx−1. Note that the

setting of β implies the interface (in our case, it is the zero level set of u) should intersect ∂Ω
with the angle π/4. See the following figures and confirm that the shape is totally preserved
and moves downward.
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Figure 4: Evolution of translating soliton

According to Corollary 1.3 [2], if θl + θr = π, then the evolution of the curve converges
to a straight line as t → ∞. To confirm this fact in the numerical experiment, we choose the
initial data as:

u(x) :=
1

4
sin (πx) +

1

2
for x ∈ [0, 2].

The hyperparameters are set as αx := 0.0, βx := 2.0, αy := −2.0, βy := 1.0, Nx :=
300, Ny := 450, h := 0.5∆x2, µ := 1/h and λ := 1.0. β is defined as follows:
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Figure 5: Convergence to a straight line

8 Acknowledgements

The authors are grateful to Professor Harald Garcke for his valuable comments for the problem
setting of the prescribed contact angle condition. The work of the second author was partly
supported by the Japan Society for the Promotion of Science (JSPS) through the grants
Kakenhi: No. 19H00639, No. 18H05323, No. 17H01091, and by Arithmer Inc. and Daikin
Industries, Ltd. through collaborative grants.

References

[1] F. Almgren, J. E. Taylor, and L. Wang. Curvature-Driven Flows: A Variational Ap-
proach. SIAM J. Control Optim., 31(2):387–438, 1993. URL https://doi.org/10.

1137/0331020.

[2] S.-J. Altschuler and L.-F. Wu. Convergence to translating solutions for a class of quasi-
linear parabolic boundary problems. Math. Ann., 295(4):761–765, 1993. URL https:/

/doi.org/10.1007/BF01444916.

[3] G. Anzellotti. Pairings between measures and bounded functions and compensated com-
pactness. Ann. Mat. Pura Appl., 135(4):293–318, 1984. URL https://doi.org/10.

1007/BF01781073.

[4] G. Anzellotti and M. Giaquinta. BV functions and traces. (Italian). Rend. Sem. Mat.
Univ. Padova, 60:1–21, 1979.

[5] G. Barles. Nonlinear Neumann Boundary Conditions for Quasilinear Degenerate Ellip-
tic Equations and Applications. J. Differential Equations, 154(1):191–224, 1999. URL
https://doi.org/10.1006/jdeq.1998.3568.

26



[6] G. Bellettini and S. Y. Kholmatov. Minimizing movements for mean curvature flow of
droplets with prescribed contact angle. J. Math. Pures Appl., 9(117):1–58, 2018. URL
https://doi.org/10.1016/j.matpur.2018.06.003.

[7] M. Bolkart and Y. Giga. On L∞-BMO estimates for derivatives of the Stokes semigroup.
Math. Z., 284:1163–1183, 2016. URL https://doi.org/10.1007/s00209-016-1693-y.

[8] H. Brezis. Functional Analysis, Sobolev Spaces and Partial Differential Equations.
Springer, New York, 2011. URL https://doi.org/10.1007/978-0-387-70914-7.

[9] L. A. Caffarelli and A. Mellet. Capillary Drops on an Inhomogeneous surface.
Perspectives in nonlinear partial differential equations, pages 175–201, 2007.

[10] V. Caselles, A. V. Fuensanta, and J. M. Mazón. Parabolic Quasilinear Equations
Minimizing Linear Growth Functional. Birkhäuser Verlag, Basel, 2004. URL https:
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