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ABSTRACT 

The success of a mining project highly relies on the feasibility of the adopted mining 

method(s) to recover mineral resources safely and efficiently from the earth. Therefore, 

mining methods selection (MMS) is one of the most critical and complex decision-

making tasks in mine planning. The complexity of the MMS task is associated with the 

need to consider several influencing factors in the evaluations, including the orebody 

deposit geometry, geology and geotechnical properties, and economic, technological, and 

environmental factors. As such, the MMS process aims to select the most feasible 

method(s) to maximize profits and the recovery of mineral resources while minimizing 

mining costs and environmental impacts. MMS has been studied for many years, 

culminating in the development of different MMS systems. The first systems, termed 

qualitative systems, were introduced in the 1970s and 1980s, which were essentially 

flowcharts that served as guidelines for selecting the most suitable mining methods. The 

need for improvement and numerical methods led to the introduction of quantitative 

systems (the Nicholas approach and the UBC-MMS system) in the 1980s and 1990s, 

which are very useful and continue to be one of the most used for MMS. However, in 

quantitative systems, the relative importance of the influencing factors is not considered 

in the evaluations and selection process, plus the systems may offer obsolete solutions to 

today's requirements. Since the 2000s, multi-criteria decision-making (MCDM) 

techniques have been applied for MMS to overcome the shortcomings of the quantitative 

systems, whereby the relative importance of the influencing factors is considered in the 

evaluations. In MCDM-based systems, decision-makers are usually assigned to determine 

the weights or the relative importance of the factors subjectively (their opinion or 

judgment). However, using subjective (customized) judgement may introduce a certain 

level of bias, which inherently affects the eligibility and accuracy of the evaluations. 

Technological advancement, innovation and data availability have led to the growth of 

artificial intelligence (AI) and machine learning (ML) and their application in different 

fields of science and engineering.  Recently, few studies have investigated the application 

of artificial neural network (ANN) algorithms in MMS, thus proving their effectiveness 

in solving the complexity of the MMS process. 
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In light of improving by addressing the challenges/gaps in the previous systems and 

extending the application of AI (and ML) in MMS, this study introduces the 

recommendation system approach in the MMS discipline. Recommendation systems are 

part of AI systems that helps users deal with information overload by filtering relevant 

information and making personalized recommendations based on users' historical 

information, thus improving users' decision-making ability. This study investigates the 

possibility of incorporating AI to explore available mining projects database for 

developing a system that can aid during the project development decision-making 

process, i.e., in the mine planning process. Therefore, the general aim of the study is to 

develop an AI-based mining methods recommendation system (AI-MMRS) based on 

mining projects' historical data. The study not only introduces the recommendation 

systems approach in MMS, but the proposed system integrates different strategies 

attempting to address the challenges/gaps in the previous MMS systems, which is 

explored by splitting the study into five main Chapters. 

The study's first aim was to address the complexity of MMS associated with the 

relative importance of the influencing factors by determining the relative importance of 

the factors and identifying the most relevant factors without the direct involvement of 

decision-makers. As such, the MCDM Entropy method was applied to assess the relative 

importance of twenty factors by calculating their objective weights. The results showed 

that the ore strength, host-rock strength, orebody thickness, shape, dip, ore uniformity, 

mining costs and dilution have the higher objective weights (or higher relative 

importance), thus, identified as the most relevant factors in MMS. Using the Entropy 

method to determine objective weights of the factors eliminates the potential bias brought 

about by direct subjective (customized) decision-making, thus providing non-customized 

and generalized results. These results were the foundation for subsequent steps in 

developing the proposed AI-MMRS.   

Because historical data availability is the backbone of developing AI systems using 

ML, the study's second aim was to create the input datasets used to evaluate the ML 

models for the AI-MMRS.  The study’s database is mainly based on mining projects' 

historical data (or technical reports) collected from an open-source database named 

SEDAR. In this study, the “data sparsity problem” was faced as one of the limitations 

caused by the lack of information about the required influencing factors in some projects' 
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technical reports. The “data sparsity problem” forced the reduction of the quality of the 

input datasets (resulting in small and imbalanced datasets), which reflected in the quality 

of the ML models for the AI-MMRS. Two input datasets were created by filtering (and 

extracting) comprising the five relevant influencing factors (ore strength, rock strength, 

orebody thickness, shape, and dip) and five to seven underground mining methods. These 

datasets describe historical information on thirty to thirty-three mining projects regarding 

the orebody characteristics and the underground mining methods considered/selected to 

recover the orebody deposits. In the subsequent steps, these datasets were used to evaluate 

the models for developing the AI-MMRS. 

The third aim was to develop a methodology to incorporate one of the well-known 

recommendation systems approach in mining methods selection (MMS): the memory-

based collaborative filtering (CF) approach. Therefore, investigating the applicability of 

the memory-based CF approach in MMS through the k-nearest neighbours (KNN) with 

cosine similarity algorithm (KNN-cosine similarity algorithm). The essential step in the 

methodology involved creating an appropriate input dataset to evaluate the proposed 

model, which was done with the aid of the UBC-MMS system. The training dataset 

comprises thirty-three projects, the five input variables (ore strength, rock strength, 

orebody thickness, shape, and dip) and seven underground mining methods (block caving, 

cut and fill, room and pillar, longwall, shrinkage, sublevel caving and sublevel stoping). 

The proposed model was evaluated to predict and recommend the top-3 most relevant 

underground mining methods for a target project. The results showed that the memory-

based CF approach is effective for MMS, given that the proposed model could predict 

and recommend the top-3 relevant underground mining methods with an accuracy 

ranging from 81.8% to 87.9%.   

Acknowledging the “data sparsity problem” as one of the study's limitations, which 

forced the reduction of the quality of the input datasets, the fourth aim was to assess the 

capability of the nonnegative matrix factorization (NMF) algorithm to predict possible 

missing values from the sparse input dataset. The NMF algorithm was introduced to 

address the “data sparsity problem” to enable data augmentation to improve the quality 

of the input datasets. Using the input dataset comprising thirty projects, five input 

variables and five underground mining methods, the NMF model was evaluated to predict 

missing values in the sparse dataset. The results showed the NMF model’s effectiveness 
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in predicting missing values from a sparse dataset with a moderate accuracy ranging from 

60% to 70%. 

The need for better models to address the limitations of the memory-based CF 

approach associated with the dependency on the UBC-MMS system led to the 

introduction of classification machine learning (ML) algorithms in MMS. Therefore, the 

fifth aim was to investigate the applicability of ML classification algorithms to predict 

(classify) underground mining methods. This aim involved training and evaluating 

different models to classify seven underground mining (block caving, cut and fill, room 

and pillar, longwall, shrinkage, sublevel caving and sublevel stoping) based on five input 

variables (ore strength, rock strength, orebody thickness, shape, and dip). The results 

demonstrated that the models could effectively classify the seven underground mining 

methods, with the best models (ANN, KNN and support vector machines) performing 

with moderate accuracy ranging from 60% to 70%.  

In conclusion, the study expands the application of AI in MMS by introducing the 

recommendation system approach in the MMS discipline. Therefore, proposing the AI-

MMRS by implementing the CF approach to recommend the most appropriate mining 

methods by learning from previous mining projects' procedures. The introduction of the 

recommendation systems approach in MMS possesses benefits associated with efficiency 

and the potential to learn from past experiences (mining projects' historical data). The 

results showed that the evaluated models effectively predicted (and classified) 

underground mining methods performing with moderate accuracy, which is considered 

realistic given the limitation associated with the limited size of the input datasets. Despite 

the limitations, the findings from this study demonstrated that the proposed AI-MMRS 

can be viable and practical for MMS. Continuous data collection and model optimization 

are required to improve the recommendations, thus building a robust system. 
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1 Introduction 

1.1 General Introduction 

The success of a mining project highly relies on the feasibility of the adopted mining 

method (s) to recover mineral resources from the earth safely and efficiently. Therefore, 

mining methods selection (MMS) is one of the most critical and complex decision-

making tasks in mine planning. The MMS process attempts to deduce the most feasible 

or appropriate method (s) to maximise profits and recover mineral resources while 

minimising mining costs and environmental impacts. Surface and underground mining 

methods are the most common mining types. This process is considered complex and 

somewhat problematic because the selection of the most feasible mining method (s) 

requires the consideration of several interconnected factors, including historical, social, 

and cultural factors, physical characteristics of the orebody, geotechnical properties, 

geological and geographical conditions, as well as technological, economic, and 

environmental factors [1], [2]. MMS has been studied for many years, culminating in the 

development of different MMS systems. The first MMS systems, termed qualitative 

systems, were introduced in the 1970s and 1980s, which were essentially flowcharts that 

served as guidelines for classifying and evaluating different surface and underground 

mining methods in terms of several factors [1], [3]. The need for improvement and 

numerical methods led to the introduction of quantitative systems [4], [5] in the 1980s 

and 1990s, which continue to be one of the most used systems for MMS. Since the 2000s, 

attention has shifted to applying multi-criteria decision-making (MCDM) techniques in 

the MMS field to overcome the shortcomings of quantitative systems. Different MCDM 

techniques [6]–[13] have been employed for selecting the most feasible or appropriate 

mining methods for different case studies. Technological advancement, innovation and 

data availability have led to the growth of artificial intelligence (AI) and its application 

in different fields of science and engineering.  Recently, few studies have investigated the 

application of artificial neural network algorithms in MMS [14]–[17], thus proving their 

effectiveness in solving the complexity of the MMS process. 

In light of improving by addressing the challenges/gaps in the previous MMS systems 

and extending the application of AI in MMS, this study introduces the application of 
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recommendation systems [18], [19] technologies in the MMS discipline. 

Recommendation systems are part of AI systems aimed at helping users deal with 

information overload by filtering information and making personalized recommendations 

(of items that users might like), thus improving users' decision-making ability. This study 

investigates the possibility of incorporating artificial intelligence (AI) to explore available 

mining projects database for developing a system that can be used as a tool to aid in 

decision-making when planning a mining project (i.e., the mine planning process). As 

such, the general aim of the study is to develop an AI-based mining methods 

recommendation system (AI-MMRS) focusing on underground MMS. As such, this study 

investigates the applicability of collaborative filtering [20], [21] recommendation systems 

approach to develop a system that recommends the most appropriate underground mining 

methods by learning from previous mining projects' procedures.  The introduction of the 

recommendation systems approach in MMS possesses benefits associated with efficiency 

and the potential to learn from past experiences (mining projects' historical data) [22].  

1.2 Literature Review 

1.2.1 Mining methods selection 

During the mine planning and design processes, selecting the best or combinations of 

multiple mining methods is the most critical and complex decision-making task. 

Moreover, adopting a particular mining method can be an irreversible decision owing to 

the high costs involved in changing or replacing the mining method during mining 

production [8]. Therefore, the mining methods selection (MMS) task requires the 

engagement of experienced mining engineers. Given the complexity of an orebody 

deposit's physical characteristics (orebody geometry) and geological conditions, 

extracting the entire orebody using a single mining method is almost impossible [8]. 

Surface and underground are the most common mining types. Surface mining methods 

are usually applied to recover deposits near the earth's surface with a low stripping ratio: 

when the removal of the overburdened material (soil and rock covering the mineral 

deposit) is economically viable. Surface mining methods are usually cheaper and more 

large-scale than underground mining. The main types are open pit mining, open cast 

(strip), quarrying, and auger or highwall mining [1]. 
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On the other hand, underground methods are usually applied in the recovery of 

orebody deposits with extreme depth and stripping ratio to apply surface methods. They 

are commonly classified into three classes (i.e., unsupported, supported and caving) based 

on the extent of support required. Unsupported are those methods that are naturally 

supported (or self-supported) by the surrounding natural rock (or host-rock) with no or 

less artificial support system required [1]. Room and pillar [23], shrinkage [24], and 

sublevel stoping [25] are the three main unsupported mining methods. Supported mining 

methods require a magnitude of artificial support systems to maintain the stability of 

openings and prevent subsidence of the surface material [1]. The most common 

unsupported methods are cut and fill [26], stull stoping and square set stoping [1]. Caving 

is when the ore, host rock or both cave naturally and/or are induced in a controlled manner 

after the materials are recovered/extracted [1].  The main caving methods are longwall 

[27], sublevel caving [28], and block caving [29]. The selection of underground mining 

methods is usually the most challenging task due to the complexity associated with 

orebody deposit characteristics. Therefore, the selection of underground methods highly 

relies on the orebody geometry, geology, and geotechnical properties, which then define 

the degree of ground support necessary to ensure safety and productivity [30]. The factors 

that highly influence the selection of both surface and underground mining methods are 

categorised as follows [1], [2]:  

Physical characteristics of the orebody deposit (orebody geometry): this includes 

orebody size (height, width, and thickness), orebody shape, orebody dip, and depth of the 

orebody below the surface. These factors are considered critical in determining surface 

and underground methods as they affect the entire mine design and production. 

Geotechnical properties, geological and hydrologic conditions: referring to the rock 

material properties (strength, deformation, and weathering characteristics), grade 

distribution/ore uniformity, mineralogy, and petrology. These factors include the orebody 

and host rock's mechanical and structural geological compositions. They play a 

significant role in selecting different classes (i.e., unsupported, supported, and caving 

methods) of underground mining methods, including the ground support system selection. 

Economic factors: including the comparative capital and mining costs of suitable 

methods, reserves (tonnage and grade), mine life, production rate, and productivity. These 
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factors play an essential role in the final decision-making process of MMS; they aid in 

determining the feasibility of the methods based on financial and economic analyses. 

Technological factors: include recovery, selectivity, dilution, the flexibility of the 

method to changing conditions, mechanisation or automatization, and labour intensity. 

These factors are mostly related to the effects of mining methods on subsequent 

operations, such as processing requirements, treatment, and smelting.  

Environmental considerations: include subsidence, stability of openings, health, and 

safety. These factors are interconnected to social, political, historical, and geographical 

factors; they assess the rejection or acceptance of said methods given the geographic 

location.   

MMS has been a subject of study for many years [31], culminating with the 

development of different MMS systems described below in section 1.2.2. 

1.2.2 Mining methods selection systems 

The mining methods selection (MMS) systems developed over the years are here 

categorized into qualitative, quantitative, multi-criteria decision-making (MCDM)-based 

and machine learning-based systems. Table 1.1 presents the summary of the MMS 

systems approaches, including this study’s proposed system. The MMS systems are 

described as follows: 

• Qualitative systems 

Various researchers, including Boscov and Wright in 1973, Morrison in 1976, 

Laubscher in 1981, and Hartman in 1987, proposed the first qualitative MMS systems 

[1], [3]. These systems were flowcharts or qualitative classification schemes providing 

guidelines to select the surface and underground mining methods based on the orebody 

geometry (size, dip, and shape) and geotechnical properties (ore and host rock strength). 

The systems proposed by Boscov and Wright, Morrison and Laubscher can be applied to 

underground mining methods but differ in the category of factors considered in each 

system. Boscov and Wright proposed a system based on the orebody geometry and 

geotechnical properties (thickness, orebody dip, and strengths of the ore and host rock). 

The system suggested by Morrison is based on the orebody width, underground mine 

support types, and strain-energy accumulation. Laubscher proposed a system based on 

geotechnical parameters (rock-mass classification) aimed at mass underground mining 
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methods [3].  

The system proposed by Hartman is relatively similar to that proposed by Boscov and 

Wright, which is based on the orebody geometry and the mechanical characteristics of 

the ore zone and rock (depth, shape, dip, size, and ore and rock strength) but targets both 

surface and underground methods [1].  

• Quantitative systems 

In 1981, Nichola’s proposed the first quantitative MMS system, the Nichola approach 

[5]. The Nicholas approach is based on orebody geometry (shape, thickness, plunge/dip, 

and depth), grade distribution, and geotechnical properties (rock mechanics 

characteristics of the ore and host rock) to select the most suitable mining methods (open-

pit and underground methods). In this system, numerical ranks are assigned to all factors 

determining how certain factors make a particular mining method less or more attractive. 

After that, the ranks of the factors for each mining method are summed up. The mining 

methods with the highest ranks are selected as the most suitable methods, aiding in the 

evaluation of economic viability. Later, in 1995 the University of British Columbia 

(UBC) [4]  developed the UBC-MMS tool, a modified version of the Nicholas approach. 

UBC modified the Nicholas approach by introducing some mechanical properties and 

new values in the ranks. The UBC-MMS tool emphasizes underground stoping methods 

and best represents Canadian mine design practices. The Quantitative systems are handy; 

the UBC-MMS tool is still the most commonly used in MMS practice and as a base for 

scientific studies (research). However, in quantitative systems, the relative importance of 

the factors is not considered, implying that all factors have the same degree of importance 

in MMS. 

• MCDM-based systems 

Currently, the trend in the MMS discipline involves the application of multi-criteria 

decision-making (MCDM) techniques. These MCDM-based systems were introduced in 

an attempt to overcome the shortcomings of the quantitative systems and proved to be 

effective.  As several factors must be considered in MMS, the formulation of definite 

criteria (or factors) for selecting methods that can simultaneously satisfy all conditions of 

the mining procedure becomes complicated [9]. Therefore, researchers developed MMS 

methodologies by applying MCDM techniques, wherein the relative importance of the 

factors is considered. The relative importance of the factors is usually determined 
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subjectively based on the opinion or judgment of decision-makers (or mining engineers). 

Techniques such as fuzzy MCDM [7], analytical hierarchy process (AHP) [9], [10], the 

technique for order preference by similarity to ideal solution (TOPSIS) [12], [13], fuzzy 

analytical hierarchy process (FAHP) [8], [12], and preference ranking organisation 

method for enrichment evaluation (PROMETHEE) [11], among others, were applied in 

different scenarios to select the most suitable mining methods for different case studies. 

Bitarafan and Ataei [7] applied fuzzy decision-making tools (fuzzy dominance and fuzzy 

multiple attribute decision-making methods) to select the best mining method for 

anomaly No. 3 of the Gol-Gohar iron mine, where the weights of criteria (i.e., influencing 

factors) and alternatives (i.e., mining methods) are determined in a fuzzy environment 

(subjectively); block caving was the most suitable mining method. Ataei et al. [9] 

explored applying the AHP technique to develop a suitable mining method for the Golbini 

No. 8 deposit. Their technique was applied to determine criteria weights subjectively and 

the best alternative (conventional cut and fill). Therefore, the AHP was a unique model 

that could identify multiple criteria, minimal data requirement, and minimal time 

consumption. Namin et al. [13] discussed the application of a decision-making tool based 

on the fuzzy TOPSIS to develop the MMS tool for the Gol-e-Gohar anomaly No. 3 and 

Chahar Gonbad deposit. In this case, the weights of the criteria over the alternatives are 

determined by decision-makers to create a fuzzy decision matrix; and open pit mining 

method was identified as the best for the deposits, and the systematic evaluation of fuzzy 

TOPSIS of MMS was determined to reduce the risk of a poor choice. Alpay and Yavuz 

[10] developed a tool based on AHP and Yager’s techniques to develop a computer 

program to analyse underground MMS problems for the Eskisehir–Karaburun chromite 

ore. The computer program could also enable decision-makers to perform sensitivity 

analyses after selecting the best method to observe the rate proposed method according 

to criteria weights. Azadeh et al. [8] developed a modified version of Nicholas’ approach 

by using a FAHP to select the most feasible mining method for the anomaly of the 

Choghart iron mine. In their approach, FAHP was applied to determine and modify 

criteria weights according to Nicholas’ approach and thus determine the most suitable 

method considering these criteria weights. Bogdanovic et al. [11] implemented an 

integrated approach that employed the AHP and PROMETHEE to select the most suitable 

mining method for the Coka Marin underground mine. In their approach, AHP was used 
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to assign criteria weights, while PROMETHEE was used to complete the ranking of the 

alternatives; sublevel caving was identified as the most suitable method. Shariati et al. 

[12] developed an integrated model based on FAHP and TOPSIS to select the optimum 

mining methods for the Angouran Mine; criteria weights were determined based on 

FAHP, and the TOPSIS was applied to analyse the feasible alternatives, and the 

alternative with the highest score was selected followed by sensitivity analyses to 

determine the influence of criteria weights. The most significant advantage of MCDM-

based systems over quantitative systems is the consideration of the relative importance of 

the factors during the selection process, where the decision-makers get to decide which 

criteria and/or alternatives are the most relevant for the projects’ evaluation. However, 

determining the relative importance of the factors subjectively, in essence, introduces a 

certain level of bias, which inherently affects the eligibility and accuracy of the 

assessments. Furthermore, MCDM-based systems depend on the required criteria 

information, i.e., the optimum mining method can only be selected when all relevant 

determining criteria are available. Lastly, the subjective judgement from the decision-

makers may be customised to a particular mining project, i.e., criteria that are important 

for a particular project might not apply to a different project. 

• Machine learning-based systems 

Technological advancement, innovation and big data have led to the growth of 

artificial intelligence (AI) and machine learning (ML) [32]. AI is a field of data science 

aimed at developing intelligent machine systems that simulate human intelligence for 

learning and complex problem-solving. ML is a subfield of AI that enables machines or 

computers to simulate human intelligence. ML is a process of using mathematical 

algorithms to train models that make future predictions without being explicitly 

programmed. These trained ML models learn from extensive historical data to make 

future predictions or decisions.  

AI and ML have been applied in solving complex problems from different fields of 

science and engineering, including mining, especially in the MMS discipline. Few studies 

have evaluated the applicability of artificial neural networks (ANN) in MMS. ANN is an 

ML algorithm inspired by the biological neural network of humans (or animals) [33], [34]. 

Lv and Zhang [14] applied ANN to develop a model specialized in predicting mining 

methods for a thick coal seam. In their investigation, three coal seam mining methods 
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were evaluated: the caving coal mining method, the large mining height mining method, 

and the slice mining method. The input parameters for their ANN model corresponded to 

ten factors (i.e., coal seam angle, coal seam thickness, roof condition, floor condition, gas 

condition, fault condition, stability of coal seam and workers) with three output factors 

(i.e., mining method, yields and ergonomics). From the thirty coal seam case studies, 

twenty-six datapoints were employed as training sets under a supervised learning 

environment, whilst the other four were employed as testing sets.  Their ANN model 

could predict the outputs (i.e., mining method, yields and ergonomics) for the test samples 

with a considerable performance, hence demonstrating the effectiveness of ANN in MMS.  

In 2018, Chen and Shixiang [15] evaluated the effectiveness of ANN in selecting 

mining methods for a thin coal seam. Their ANN model has been trained based on thirty-

three samples from field investigations, literature, and questionnaires. Of the thirty-three 

samples, twenty-three were employed as the training dataset, eight as the testing dataset, 

and two as the validation dataset. The input parameters correspond to six factors: 

thickness, dip angle, variability, Provodnikov’s hardness of thin seam, fault occurrence 

characteristics and length of the panel. The model outputs two factors: the mining method 

and the daily production of the panel. The studies by Lv and Zhang [14] and Chen and 

Shiaxiang [15] thus highlight the effectiveness of ANNs in underground MMS in thick 

and thin coal seams, respectively.  

In 2020, Ozyurt and Karadogan [16] investigated the applicability of ANNs and game 

theory to develop a model for underground MMS. The study was based on a mixture of 

six different ANN models to evaluate orebody geometry, rock mass properties, 

environmental factors, and ventilation conditions to evaluate the technical feasibility of 

eleven underground mining methods. The six ANN models were trained using synthetic 

data and tested using real-world data from literature and the mining industry. The 

modified version of the UBC-MMS tool developed by the authors mentioned above was 

used to verify the level of the practicability of the synthetic samples. The output from the 

first to the fifth ANN models aimed to evaluate the mining methods in terms of oxidation 

risk, dust/gas explosion risk, caving methods, pillar methods and mechanization, 

respectively. The last ANN model outputs technical scores of eleven mining methods, 

including longwall mining, diagonal longwall, shrinkage stoping, cut and fill stoping, top 

slicing, sublevel caving, open-room, room and pillar, sublevel stoping, block caving and 
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square set stoping. After that, the most viable mining method is selected using the 

ultimatum game theory, i.e., players (decision-makers) have a task to select the mining 

method (s) that satisfies both safety and economy. The input parameters for all six ANN 

models represent about nineteen factors such as ore type, orebody shape, orebody 

thickness, orebody plunge, depth of the orebody, grade, grade distribution, ore-RMR, 

footwall-RMR, hangingwall-RMR, ore-RSS, footwall-RSS, hangingwall-RSS, 

separation, between ore and rock, underground water flow velocity, risks of oxidation and 

dust/gas explosion, subsidence effect, and ore’s economic value. Their study further 

demonstrated the effectiveness of ANNs in developing a robust system for underground 

MMS for different ore types and detailed evaluation of relevant criteria (influencing 

factors) using synthetic data. Moreover, according to the authors, their model can be 

applied even when there is a lack of information regarding the relevant criteria (the 

required input parameters). 

Shohda et al. (2022) [17] also employed ANN in underground MMS. Their ANN was 

based on the input parameters of the UBC tool and data collected from a mine site. Their 

study compared the results of the ANN model with a commonly used MCDM TOPSISb 

technique. ANN model for MMS provided similar results as the TOPSIS more easily and 

accurately.  

In light of improving and extending the application of AI and ML, this study 

introduces the application of recommendation system technologies in the MMS discipline. 

Recommendation systems are AI systems that use ML and big data to predict future 

users'/consumers' preferences and recommend the most relevant items. 

1.2.3 Recommendation systems 

Recommendation systems (also known as recommender systems) [18], [35], [36] are 

powered by the growth of Web-based business, big data and the availability of 

overwhelming content and products, which makes it difficult for consumers or users to 

make the best decision. Recommendation systems help users deal with information 

overload by filtering relevant information and making personalized recommendations. 

Recommendation systems have been successfully implemented in different domains such 

as retail, media and entertainment, web search, and e-learning. A good review of the 

different application domains of recommendation systems is done in [37]. Amazon.com 



 

10 

 

[38], [39] is a well-known retail company that has successfully implemented 

recommendation systems for personalisation products. Different models of 

recommendation systems power Netflix, YouTube, Spotify, and Facebook to offer 

personalized recommendations for movies, TV shows, videos, and social networks [40], 

[41]. The main goal of recommendation systems is to boost product sales by offering 

relevant, diverse, new products (or content) recommendations, thus boosting user (or 

consumers') retention (and satisfaction) and business profits. Figure 1.1 depicts the 

interconnection between artificial intelligence (AI), machine learning (ML) and 

recommendation systems under the data science umbrella. Figure 1.1 shows 

recommendation systems as a multidisciplinary field, including various AI and data 

science subfields such as machine learning, statistics, and data mining. 

 

Figure 1.1: Interconnection between data science, artificial intelligence, information filtering and 

recommendation systems, including machine learning, data mining and statistics 

There are different types of recommendation systems, and they can be classified based 

on the data source or type of data required to produce recommendations. Most 

recommendation systems rely on user-item interaction data, users' profiles, and the items' 

content descriptions. User-item interaction data refers to users' buying behaviour (implicit 

data), and the rating users give to the items. Users' profile and items' content are attributes 

or features that describes both users and items.  Recommendation systems are commonly 

classified as collaborative filtering, content-based, knowledge-based, demographic-based, 

community-based and hybrid recommendation systems [18], [35], [42], [43].  
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 Content-based and collaborative filtering are the two most common types of 

recommendation systems. Content-based recommendation systems make 

recommendations based on the items' “content” (i.e., attribute/features of items) 

combined with the ratings or preferences of users [21], [43]. Therefore, recommendations 

are predicted based on a user's historical information: users’ buying behaviour, the items’ 

content and ratings.  In contrast, in collaborative filtering (CF) systems [21], [43], 

recommendations are generated based on collaboration between different users: the 

recommendations are made based on the preferences of other users. The “collaboration” 

is made through different users' ratings for items or products. Here, algorithms use the 

user-item interaction matrix as training data to find similar users, predict ratings for users 

that have not rated items, and then suggest similar products to similar users. CF systems 

are divided into two approaches: memory-based and model-based [44], [45]. The 

memory-based, also known as neighbourhood-based, recommendations are made by 

finding similarities between different users to predict a user rating (of unrated items). 

Cosine-similarity and Pearson correlation is used to measure and find users’ similarities. 

On the other hand, the model-based approach applies ML algorithms to train models to 

predict users (ratings of unrated items) and generate recommendations. Figure 1.2 shows 

the detailed classification of the two most common recommendation systems, stressing 

the CF systems. 

 

Figure 1.2: Classification of different types of recommendation systems 
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This study thus investigates the applicability of the collaborative filtering approach in 

underground mining methods selection by exploring mining projects' historical data from 

an open-source database.  
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Table 1.1: Summary and description of mining methods selection (MMS) systems, 

including this study's proposed system 

System approach Proposed systems 

QUALITATIVE SYSTEMS Boscov and Wright, 1973 [1], [3]: system for 

underground MMS 

Qualitative classification scheme or 

flowchart for MMS 

Factors: orebody geometry, geology, and 

geotechnical properties 

Methods: surface and underground 

Morrison, 1976 [1], [3]: a system for underground 

MMS 

Laubscher, 1981 [1], [3]: system for underground 

MMS 

Hartman, 1987 [1]: system for surface and 

underground MMS 

QUANTITATIVE SYSTEMS 

 

Assign numerical ranks to the factors to 

evaluate the feasibility of the mining 

methods 

Factors: orebody geometry, geology, and 

geotechnical properties 

Methods: open pit and underground  

The relative importance of the factors is 

not considered in the evaluations 

Nicholas, 1981 [5]: developed the Nicholas 

Approach 

Miller et al., 1995 [4]: developed the UBC-MMS 

tool: a modified version of the Nicholas Approach 

MCDM-BASED SYSTEMS 

 

Apply different MCDM techniques in 

MMS 

Include a broad category of factors and 

methods 

Considering the relative importance of the 

factors 

Decision-makers subjectively determine 

the relative importance of the factors 

Bitarafan and Ataei, 2004 [7]: Applied Fuzzy 

MCDM tools for MMS 

Ataei et al., 2008 [9]: Applied AHP technique for 

MMS 

Namin et al., 2008 [13]: Applied fuzzy TOPSIS 

technique for MMS 

Alpay and Yavuz, 2009 [10]: Applied AHP and 

Yager’s method for MMS 

Azadeh et al., 2010 [8]: Modified Nicholas 

approach based on FAHP  

Bogdanovic et al., 2012 [11]:  Integrated AHP and 

PROMETHEE to develop a method for MMS  

Shariati et al., 2013 [12]:  Integrated FAHP and 

TOPSIS to develop a method for MMS 

MACHINE LEARNING-BASED 

SYSTEMS 

 

Use historical data to build artificial 

neural networks (ANN) models for MMS 

Factors and methods selected depending 

on the model 

Lv and Zhihui, 2014 [14]: developed an ANN 

model for thick coal seam underground MMS 

Chen and Shixiang, 2018 [15]: developed an ANN 

model for thick coal seam underground MMS 

Ozyurt and Karadogan, 2020 [16]: Integrated ANN 

and game theory to build a model for selecting 

underground mining methods for different ore types 

THIS STUDY’S PROPOSED SYSTEM: 

Expand the application of artificial intelligence (AI) and machine learning (ML) by introducing 

the recommendation system approach in MMS: 

Develop an AI-based mining methods recommendation system (AI-MMRS) 
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1.3 Purpose of the Study 

This study expands the application of artificial intelligence (AI) and machine learning 

(ML) in the mining methods selection (MMS) discipline by introducing the application 

of the recommendation system approach. Recommendation systems have been applied in 

different domains to help users deal with information overload, thus, improving users' 

decision-making ability/quality. This study investigates the possibility of incorporating 

AI to explore available mining projects database for developing a system that can aid in 

decision-making when planning a mining project (i.e., the mine planning process). The 

general aim of the study is to develop an AI-based mining methods recommendation 

system (AI-MMRS) by filtering relevant information from mining projects' historical 

data. As such, the study implements the collaborative filtering approach to develop a 

system that recommends the most appropriate mining methods by learning from previous 

mining projects' procedures focusing on underground mining methods, as the selection of 

underground mining methods is usually the most challenging task due to the complexity 

associated with orebody deposit characteristics. The study not only introduces the 

implementation of the recommendation systems approach in MMS, but the proposed 

system integrates different strategies attempting to address the challenges/gaps in the 

previous MMS systems. Therefore, the study has the following aims: 

• Determine the weights and the most relevant factors in MMS objectively without 

the direct involvement of decision-makers. 

• Strive to create input datasets by filtering relevant information from mining 

projects' historical data. 

• Investigate the applicability of a memory-based collaborative filtering approach 

for predicting and recommending underground mining methods.   

• Assess the capability of the nonnegative matrix factorization algorithm to address 

the data sparsity problem by predicting underground mining methods and other 

variables critical for MMS (for augmenting the input datasets). 

• Investigate the capability of ML classification algorithms to predict (classify) 

underground mining methods. 

Additionally, this study reviews the impact of scientific and technological 

advancement in implementing underground mining methods in the late 2000s. 
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1.4 Overview of the Study 

This study comprises seven chapters; Chapter 1 provides a general introduction, 

including the literature review and the purpose of the study.  Chapter 2 introduces the 

application of the Entropy method to estimate the relative importance of the factors 

influencing the MMS process to identify the most relevant factors that will be used as the 

main variables in the input datasets in Chapter 3. Chapter 3 gives an overview of study 

data from the data collection, management, and analysis to create the input datasets based 

on results from Chapter 2. These input datasets will be used as a base to evaluate different 

models in Chapters 4, 5 and 6. Chapter 3 additionally reviews the trend of the commonly 

implemented mining methods in the late 2000s following technological and scientific 

advancements. Chapter 4 investigates the applicability of the memory-based collaborative 

filtering approach to predict and recommend underground mining methods. Chapter 5 

assesses the capability of the nonnegative matrix factorization (NMF) algorithm to 

address the data sparsity problem, which is one of the study's limitations (faced in Chapter 

3). As such, Chapter 5 assesses the capability of the NMF to predict mining methods and 

other variables critical for mining methods selection (MMS). Chapter 6 further 

investigates the capability of machine learning classification algorithms to predict 

(classify) underground mining methods. Lastly, Chapter 7 presents the study’s conclusion, 

the significance of the proposed AI-MMRS and the study’s contribution. Figure 1.3 

shows the overview of the study. 
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Figure 1.3: Overview of the study (KNN: k-nearest neighbours) 
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2 Application of Entropy Method for Estimating the Relative Importance of 

Factors Influencing Mining Methods Selection 

In this chapter, the multi-criteria decision-making (MCDM) Entropy method is 

incorporated as a technique for feature selection. Feature selection is an essential pre-

processing step for improving the performance and quality of the models for the AI-based 

mining methods recommendation system (AI-MMRS). This chapter aims to determine 

the weights and most relevant factors in mining methods selection (MMS) without the 

direct involvement of decision-makers. As such, the Entropy method is applied to 

estimate the relative importance of the factors influencing the MMS process to identify 

the most relevant factors that will be used as the main variables in the input datasets 

created in chapter 3. 

2.1 Why Entropy Method for Estimating the Relative Importance of the Factors 

Naturally, mining methods selection (MMS) is a complex task given the many factors 

that need to be considered as input variables. The factors that mainly influence the MMS 

process include the physical characteristics of the deposit (orebody geometry), geology, 

geotechnical properties, technological, economic, and environmental. In quantity, over 

twenty input variables (or factors) influence the MMS process. Usually, these input 

variables should be considered to train machine learning models for developing the AI-

mining methods recommendation system (AI-MMRS). However, considering that many 

factors as input variables to train models may negatively affect the performance of the 

models owing to the noise and biases caused by redundant input variables and the 

complexity associated with computation time. 

For this reason, the Entropy method is proposed as a feature selection technique to 

assess the relative importance of factors influencing the MMS process and identify the 

most relevant factors. In machine learning (ML), different methods are used for feature 

selection [46], [47] to reduce the number of features in a dataset by selecting the most 

relevant features, thus, improving the performance of the prediction models and reducing 

computation time. However, these methods usually require large datasets to analyze 

features correlation and identify the relevant features effectively. Entropy is a multi-

criteria decision-making (MCDM) technique that determines factors (or criteria) 
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objective weights only based on a decision matrix: it does not require large datasets as 

other ML methods. Furthermore, the Entropy method estimates the relative importance 

of the factors without the direct involvement of decision-makers (the opinion or 

judgement of mining engineering experts) [31], unlike most MCDM-based MMS systems, 

which are mainly based on subjective opinions from decision-markers (mining engineers). 

The Entropy method avoids a certain level of bias associated with the decision-makers' 

subjective (customized) opinions and conflicting views about the factors' relative 

importance, which may inherently affect the eligibility and accuracy of the assessments. 

In addition, the subjective judgement from the decision-makers is mainly customised to 

a particular mining project; in other words, factors or criteria considered relevant in one 

project may not be transferable to a different project. Using the Entropy method to 

estimate factors' objective weights, we will produce non-customized results that can be 

implemented in any case study, especially when the decision-makers' direct judgement is 

unavailable (totally or partially) or even not required [31].  

2.2 MCDM-Entropy method to estimate criteria weights 

Multi-criteria decision-making (MCDM) is a branch of operations research (OR) that 

attempts to solve real-life problems that involve different alternatives by considering 

several conflicting criteria to achieve specific goals. MCDM attempts to solve problems 

of selecting an alternative from a set of alternatives under several criteria, typically aiming 

at a single goal [7]. To address these problems, the decision maker's team performs the 

decision-making process based on the hierarchical structure model, wherein the first step 

is to define the goal and then identify the alternatives for achieving the goal and the 

criteria used to compare the alternatives [48]. MCDM techniques evaluate the 

performance of different alternatives based on the criteria weights, wherein the best 

alternative is selected as the one with the highest performance rates. The weights of each 

criterion express their relative importance for the decision. Typically, decision-makers 

may define and assign subjective weights to each criterion based on their intuition and 

judgement, commonly using methods such as the utility preferences function, analytic 

hierarchy process (AHP) and fuzzy version of classical linear weighted averages [7]. 

However, often, decision-makers have conflicting views on the values of weights or are 

simply uncertain of the relative importance of each criterion. In this case, the Entropy 
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method [49] is applied to determine the objective weights of each criterion based on a 

decision matrix, wherein the preferences or judgement of decision-makers are entirely or 

partially unavailable or even not required [50].  

The term Entropy is applied in different scientific fields (e.g., physics, chemistry, 

biology, mathematics, psychology, and information theory); in information theory, this 

term plays a vital role in measuring the uncertainty associated with random phenomena 

of the expected information content of a specific message [51]. The MCDM Entropy 

method also called Shannon's Entropy [49], is a technique applied in MCDM to estimate 

criteria objective weights. Figure 2.1 illustrates the flowchart of the overall procedures of 

the Entropy method, wherein the first step involves the generation of the decision matrix 

(DM) of the problem as follows: 

DM = [

𝑥11 𝑥12

𝑥21 𝑥22

… 𝑥1𝑛

… 𝑥2𝑛… …
𝑥𝑚1 𝑥𝑚2

… …
… 𝑥𝑚𝑛

] 
(2.1) 

Where xij is the criteria/sub-criteria rate, n is the number of criteria/sub-criteria, and 

m is the number of alternatives. 

In the second step, the DM data are normalized by applying Equation (2.2) to make 

all the criteria comparable by transforming different scales and units among several 

criteria into standard measurable units [50]: 

𝑟𝑖𝑗 =
𝑥𝑖𝑗

∑ 𝑥𝑖𝑗
𝑛
𝑗=1

, 𝑖 = 1,2 … , 𝑚;  𝑗 = 1,2 … 𝑛  (2.2) 

Where rij is the normalized criteria/sub-criteria rate. 

Then, the Entropy (Ej) values are computed by applying Equation (2.3). The entropy 

value measures the degree of uncertainty between the set of alternatives in the DM when 

no preference among criteria can be established [50], [52], [53].  

𝐸𝑗 = −ℎ ∑ 𝑟𝑖𝑗ln (𝑟𝑖𝑗)𝑚
𝑖=1 ,  𝑗 = 1,2, … , 𝑛, ℎ =

1

𝑙𝑛 (𝑚)
  (2.3) 

Where rijln(rij) = 0 if rij = 0 and h is the entropy constant. 
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The fourth step is calculating the diversity (Dj) or the degree of diversification based 

on the entropy values using Equation (2.4). Diversity measures the level of diversity in 

the evaluation of a set of alternatives for the same criterion [50], [54], [55]. In other words, 

diversity measures the variation or the degree of dispersion between the rates of different 

alternatives for the same criterion. The higher the variation or dispersion, the higher the 

diversity, and the more valuable the criterion:  

𝐷𝑗 = 1 − 𝐸𝑗   (2.4) 

Finally, the relative importance of the criteria, measured by the objective weight, is 

calculated based on Equation (2.5). The relative importance of the criteria is directly 

related to the amount of data essentially provided by a set of alternatives for the same 

criterion [50], [52]: 

𝑤𝑗 =
𝐷𝑗

∑ 𝐷𝑗
𝑛
𝑗=1

,  𝑗 = 1,2, … , 𝑛  (2.5) 

Where wj is the degree of importance of criterion j or object weight of criterion j.   

 

Figure 2.1: Procedures of the entropy method for calculating the objective weights of the criteria 

Create a decision matrix (DM)

Normalize the decision matrix (DM)
, i

Compute the entropy values

is defined 0 if  

Calculate the diversity

Calculate the objective weights

Where:
: normalized criteria/sub-criteria rate

: criteria/sub-criteria rate

m: number of alternatives
N: number of criteria/sub-criteria

: entropy constant
: entropy

: diversity

: objective weight of each criteria/sub-criteria
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2.3 Application of the Entropy Method to Estimate the Relative Importance of the 

Factors Influencing Mining Methods Selection 

The MMS is an MCDM problem as it is a task that involves several conflicting factors 

(or criteria) to evaluate the feasibility of different mining methods (or alternatives). For 

this reason, different MCDM techniques have been applied in the MMS process, and 

several studies [8], [10]–[13], [54], [7], [9], [56], [57] have proven the applicability and 

advantages of different MCDM techniques in MMS. One of the critical steps in MCDM 

techniques is to define the relative importance of the selected criteria. In most MCDM 

techniques, the relative importance of the criteria is defined subjectively; criteria weights 

are defined based on the direct opinion and judgement of decision-makers (or mining 

engineering professionals). In essence, the subjective (customized) judgement introduces 

a certain level of bias, which inherently affects the eligibility and accuracy of the 

assessments. Furthermore, the subjective judgement from the decision-makers is mainly 

customised to a particular mining project; in other words, factors or criteria considered 

relevant in one project may not be transferable to a different project.  

For the aforementioned reasons, the Entropy method is applied to estimate the relative 

importance of the factors influencing MMS by determining their objective weights 

without decision-makers' direct involvement. Then, based on objective weights, the most 

relevant ones are identified and used as main variables in the input dataset for the 

proposed AI-MMRS. The procedures for applying the Entropy method to determine the 

objective weights of the factors influencing the MMS are described below. The first step 

is to create the decision matrix. 

Decision matrix (DM) 

Table 2.1 presents the DM created based on the approaches proposed by Miller et al. 

[4], developers of the UBC-MMS tool, and Hartman and Mutmansky [1], who created a 

guideline base to compare different surface and underground mining methods. The DM 

describes the classification of different surface and underground mining methods based 

on the influencing factors. The DM comprises twenty factors classified in orebody 

geometry, geology and geotechnical properties, and economic, technological, and 

environmental factors. The factors (criteria) are used to evaluate twelve mining methods 

(alternatives), including surface and underground.  
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Table 2.1: DM, own development based on [2,17] approaches 

 

 

 

Host-rock strength Ore strength Ore uniformity Dip Shape

Block caving Weak-fair Weak-fair Gradational Moderate-deep Tabular-equidimensional

Open pit Any Any Any Shallow Any

Shrinkage stoping Strong-very strong Fair-strong Uniform Shallow-moderate Tabular

Square set Weak-fair Very weak-weak Erratic Deep Irregular

Longwall Weak-fair Very weak-weak Uniform Moderate-deep Tabular

Solution mining Weak-fair Weak-fair Erratic Shallow Any

Sublevel stoping Strong-very strong Fair-strong Gradational Moderate Tabular

Sublevel caving Weak-fair Weak-fair Gradational Moderate Tabular-equidimensional

Open cast Any Any Gradational Shallow Tabular

Cut and fill Weak-fair Fair-strong Erratic Moderate-deep Irregular-tabular

Stull stoping Fair Strong-very strong Erratic Moderate Irregular-tabular

Room and pillar Fair-strong Weak-fair Gradational Shallow-moderate Tabular

Dip Thickness Health and safety Stability of openings Recovery

Block caving Steep Very thick Good Moderate High

Open pit Flat-intermediate Thick-very thick Good High High

Shrinkage stoping Steep Narrow-intermediate Good High High

Square set Any Very narrow-narrow Poor High Very high

Longwall Flat Very narrow-narrow Good High High

Solution mining Steep Any Good Moderate Very low

Sublevel stoping Steep Intermediate-thick Good High Moderate

Sublevel caving Steep Thick-very thick Good Moderate High

Open cast Flat Moderate Good High High

Cut and fill Intermediate-steep Narrow-intermediate Moderate High High

Stull stoping Intermediate-steep Narrow Moderate Moderate High

Room and pillar Flat Narrow Good Moderate Moderate

Flexibility Dilution Selectivity Depth capacity Development rate

Block caving Low High Low Moderate Slow

Open pit Moderate Moderate Low Limited Rapid

Shrinkage stoping Moderate Low Moderate Limited Rapid

Square set High Very low High Unlimited Slow

Longwall Low Low Low Moderate Moderate

Solution mining Low Very high Low Limited Moderate

Sublevel stoping Low Moderate Low Moderate Moderate

Sublevel caving Moderate Moderate Low Moderate Moderate

Open cast Moderate Low Low Limited Rapid

Cut and fill Moderate Low High Moderate Moderate

Stull stoping High Low High Limited Rapid

Room and pillar Moderate Moderate Low Limited Rapid

Productivity Ore grade Mining cost Production rate Capital investment

Block caving High Moderate Low Large High

Open pit High Low Very low Large High

Shrinkage stoping Low Moderate Moderate-high Moderate Low

Square set Low High Very high Small Low

Longwall High Low Low Large High

Solution mining Very high Very low Low Moderate Moderate

Sublevel stoping High Low-moderate Moderate Large Moderate

Sublevel caving Moderate Moderate Low Large Moderate

Open cast High Low Low Large High

Cut and fill Moderate High High Moderate Moderate

Stull stoping Low High-very high High Small Low

Room and pillar High Low-moderate Moderate Large High
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The twelve mining methods or alternatives (A) in the DM include: block caving (A1), 

open-pit (A2), shrinkage stoping (A3), square set (A4), longwall (A5), solution mining 

(A6), sublevel stoping (A7), sublevel caving (A8), open-cast (A9), cut and fill (A10), stull 

stoping (A11), and room and pillar (A12). In addition, the factors or criteria (c) considered 

are described below [1], [3], [23], [58]–[62]: 

Geotechnical and geological properties 

• Host-rock strength (c1): 

This factor is related to the properties of the rock surrounding the ore deposit, 

measuring the hardness or toughness of the rock against permanent deformation. The 

strength of the rock (host and ore) can be very weak, weak, fair, strong, and very strong. 

Understanding host-rock strength is crucial in mining methods selection (MMS) to ensure 

the safety and stability of openings (in surface and underground mining). Host-rock 

properties play a huge role in selecting the different classes of underground mining 

methods (supported, unsupported and caving). Furthermore, understanding rock 

conditions in surface or underground mining methods is crucial to determine the pit slope 

angle (in surface mining) and the support systems (in underground mining). 

• Ore strength (c2):  

Ore strength is related to the mechanics of the ore or even ore properties. In selecting 

both surface and underground mining methods is crucial to understand the properties of 

the ore to determine the extraction methods (mechanical or blasting), the support systems, 

equipment selection, and the stability of openings. 

• Ore uniformity (c3): 

Ore uniformity is a geological factor corresponding to ore grade distribution 

throughout the ore deposit. Ore uniformity is determined based on ore grade variation 

from the average grade within the ore deposit. The ore distribution can be variable/erratic, 

gradational and uniform. It is variable when the grade values within the deposit change 

radically over a short distance and do not show any perceptible pattern in their changes. 

Gradational is when grade values at any point within the deposit have zonal 

characteristics, and the grades change gradually from one to another. Uniform when grade 

values at any point within the deposit do not vary significantly from the average grade. It 

is essential to understand the ore distribution to select the most suitable mining method 
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to ensure high selectivity, recovery, and low dilution. Additionally, this factor is directly 

related to the selectivity of a mining method, i.e., the poor the ore distribution, the more 

selective the mining method should be. 

Physical characteristics of the orebody deposit (orebody geometry) 

• Depth (c4): 

This factor corresponds to the depth of the ore deposit relative to the surface ground. 

An ore deposit can be shallow (< 100 m), intermediate (100–600 m), and deep (> 600 m). 

Depth is usually a key factor in selecting between surface and underground methods. For 

surface, deposit depth is applied to decide between casting the waste (in open-cast) or 

haulage the waste to dump sites (in open-pit) and applying solution mining. Additionally, 

some underground methods are less suitable for deep deposits owing to the limited depth 

capacity. 

• Shape (c5): 

Shape refers to the form of the ore deposit, which can usually be tabular, 

equidimensional/massive and irregular. Tabular deposits extend at least hundreds of 

meters along two dimensions and substantially less along a minor dimension. 

Equidimensional (massive) deposits have all dimensions in the same order of magnitude. 

In irregular deposits, the dimensions vary over short distances. It is important to 

understand the ore deposit shape for mining methods selection as some methods (i.e., 

longwall, open cast, room and pillar) are more suitable for tabular deposits than others.  

• Dip (c6): 

The ore deposit dip is the angle of inclination of a plane measured downward, 

perpendicular to the strike direction. An ore deposit can be flat (< 20°), intermediate (20–

55°) and steep (> 55°). 

The dip is essential in selecting both surface and underground mining methods. In 

surface mining, the dip is usually applied to decide between the open cast/stripping 

mining (used for flat deposits), open pit or solution mining (usually for intermediate or 

steep). Moreover, some underground mining methods (shrinkage stoping, sublevel 

stoping, stull stoping and caving methods) are more suitable to exploit intermediate or 

steep deposits because they rely on gravity for material flow and cannot be applied in flat 

deposits.  
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• Thickness (c7): 

This factor refers to one of the three dimensions of the ore deposit. The thickness can 

vary throughout ore deposits, being very narrow (< 3 m), narrow (3–10 m), intermediate 

(10–30 m), thick (30–100 m), and very thick (> 100 m). The thickness of the ore deposit 

determines the effectiveness of some mining methods, as some methods (open pit and 

caving methods) are less effective in narrow deposits. Additionally, this factor affects the 

mechanization (and equipment selection) and the selectivity of specific mining methods. 

Environmental considerations 

• Health and safety (c8) and stability of openings (c9): 

The stability of openings determines the health and safety of mining operations. The 

health and safety of the mining operators should be a top priority objective in preventing 

hazards that unappropriated mining methods for a particular ore deposit can cause. 

Therefore, it is important always to consider mining methods with high stability of 

openings providing good health and safety conditions. 

Technological Factors 

• Recovery (c10) and dilution (c12): 

Recovery is the capability of a mining method to extract valuable ore from the deposit 

entirely. Ore recovery is the percentage of mineable reserves extracted in the mining 

process. On the other hand, dilution is the waste material mixed with ore during the 

extraction, which is then sent to the processing plant. Dilution is the percentage of the 

waste mined and sent to the processing plant over the combined total ore and waste 

material milled. Recovery and dilution are usually interrelated, as some mining methods 

with high recovery usually involve contamination of the ore from the waste. Some mining 

methods have low recovery due to the need to leave the ore as structural support whilst 

providing moderate to low dilution. 

• Flexibility (c11) and selectivity (c13): 

Flexibility refers to a mining method's ability to adapt to changes related to mining 

conditions, market price and technology throughout the mine life. Selectivity refers to the 

separate extraction of ore and waste (or gangue), ensuring complete ore extraction with 

low dilution. Flexibility marries well with the selectivity of a mining method to determine 
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the success of a project-the more flexible and selective, the more effective the mining 

method is.  

• Depth capacity (c14): 

This factor measures the capability of the mining method in terms of ore deposit depth. 

Mining methods with limited depth capacity (open-pit, open-cast, solution mining, room 

and pillar, stull stoping and shrinkage) are not suitable for extracting deep ore deposits; 

hence, the importance of considering depth capacity in MMS.  

• Development rate (c15): 

Mine development rate is the time (or speed) spent undertaking operations (tunnelling, 

sinking, crosscutting, drifting, raising, stripping, construction of mine infrastructures, 

etc.) that prepare the mine for ore extraction. This factor directly affects capital 

investment because the slower the development rate, the higher the capital costs or 

investment. Hence, it is crucial to consider this factor during MMS. 

Economic factors 

• Productivity (c16): 

Productivity is the measure of the efficiency or performance in the mine in terms of 

how well/smart the inputs (labour, materials, equipment, capital investment, resources) 

are converted into outputs (gross output, value-added). This factor involves most of the 

parameters used to measure the efficiency of specific mining methods. Therefore, it is 

crucial to consider productivity during the MMS process. 

• Ore grade (c17): 

The grade is used to measure the quality of an ore deposit; the higher the grade, the 

more valuable the deposit is. It is essential to consider this factor during the MMS process 

to ensure the efficiency and effectiveness of mining operations. Mining methods with 

high operating costs are usually applied to high-grade deposits to be economical. 

Moreover, large-scale mining methods may be economically appropriate for low-grade 

deposits. 

• Mining costs (c18) and capital investment (c20): 

Mining costs are the expenses (mine development, rehabilitation, exploration and 

grade control activities, material and utility handling, maintenance, and labour cost) 

resulting from all operations or activities necessary to extract the ore. Mining costs are 
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usually measured in terms of the money necessary to mine a tonne of material (ore and 

waste). At the same time, capital investment is the amount of money necessary to invest 

in the mining project to pursue the objectives (growing operations and generating 

revenue). It is crucial to consider these factors during the MMS process, and usually, 

underground mining methods require high capital investment.  

• Production rate (c19): 

The production rate corresponds to the quantity of material (ore and waste) extracted 

per hour, day, month, and year. The production rate of a mine highly relies on the selected 

mining method; thus, the need to consider this factor during the MMS process. Usually, 

large-scale mining methods have a higher production rate, and low-scale methods have 

otherwise. 

In the DM, each row describes an alternative (A) or mining method, and each column 

describes the performance of each alternative (mining method) against each criterion (c) 

or factor. As shown in Table 2.1, the DM is composed of categorical/qualitative values, 

most of which are presented in the qualitative classification system.  

The Entropy method is effective and accurate for numerical/quantitative criteria 

values, wherein some or all pertinent decision data are available [53]; hence, the 

qualitative classification values must be transformed into quantitative values. For this, an 

appropriate weighting system is used, as shown in Figure 2.2. The weighting system 

shown in Figure 2.2 is composed of 10 points, from 0 to 9. Before transforming the 

qualitative values in the decision matrix (shown in Table 2.1), first, the qualitative 

classification of the factors belonging to geotechnical properties and orebody geometry 

(physical characteristics) is transformed into an adequate qualitative classification 

compatible with the weighing system. Table 2.2 shows the approach implemented to 

transform the qualitative values in geotechnical properties and orebody geometry. 
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Table 2.2: Approach for transforming the qualitative classification of the geotechnical 

properties and orebody geometry 

Factors 
Transformation of the factors 

classification system 

Ore and host rock 

strength 

Very weak = very poor 

Weak = poor 

Fair = moderate 

Strong = good 

Very strong = very good 

Orebody thickness 

Very narrow = very small 

Narrow = small 

Intermediate = moderate 

Thick = large 

Very thick = very large 

Orebody shape 

Irregular = unfavourable 

Tabular = average 

Equidimensional = favourable 

Ore uniformity 

Erratic/variable = poor 

Gradational = moderate 

Uniform = good 

Dip 

Flat = low 

Intermediate = moderate 

Steep = high 

Depth below the surface 

Shallow = low 

Intermediate = moderate 

Deep = high 

After adjusting or transforming the qualitative values using the approach shown in 

Table 2.2, the values in the decision matrix are then transformed into 

quantitative/numerical values. The weighing system depicted in Figure 2.2 is applied to 

transform all the qualitative values in the decision matrix (shown in Table 2.2) into 

quantitative values, resulting in a numerical DM, as presented in Table 2.3. 

 

Figure 2.2: Weighting system to transform qualitative values in DM into qualitative values, 

where the values 0, 1, 3, 5, 7 and 9 are described, and 2, 4, 6 and 8 stand for intermediate values 
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Table 2.3: Transformed DM with quantitative values 

 
c1 c2 c3 c4 c5 c6 c7 c8 c9 c10 c11 c12 c13 c14 c15 c16 c17 c18 c19 c20 

A1 4 4 5 6 6 7 9 7 5 7 3 7 3 5 3 7 5 3 7 7 

A2 0 0 0 3 0 4 8 7 7 7 5 5 3 3 7 7 3 1 7 7 

A3 8 6 7 4 5 7 4 7 7 7 5 3 5 3 7 3 5 6 5 3 

A4 4 2 3 7 3 0 2 3 7 9 7 1 7 7 3 3 7 9 3 3 

A5 4 2 7 6 5 3 2 7 7 7 3 3 3 5 5 7 3 3 7 7 

A6 4 4 3 3 0 7 0 7 5 1 3 9 3 3 5 9 1 3 5 5 

A7 8 6 5 5 5 7 6 7 7 5 3 5 3 5 5 7 4 5 7 5 

A8 4 4 5 5 6 7 8 7 5 7 5 5 3 5 5 5 5 3 7 5 

A9 0 0 5 3 5 3 5 7 7 7 5 3 3 3 7 7 3 3 7 7 

A10 4 6 3 6 6 6 4 5 7 7 5 3 7 5 5 5 7 7 5 5 

A11 5 8 3 5 6 6 3 5 5 7 7 3 7 3 7 3 8 7 3 3 

A12 6 4 5 4 5 3 3 7 5 5 5 5 3 3 7 7 4 5 7 7 

 

2.4 Analytical Results of the Application of the Entropy Method 

The values in the original DM in Table 2.3 are normalized by applying Equation (2.2), 

resulting in a normalized matrix, as presented in Table 2.4. Then, by applying Equations 

(2.3)–(2.5), the entropy values (Ej), diversity (Dj), and objective weights (Wj) are 

computed, as presented in Table 2.5. 

Table 2.4: Normalized DM 

 
c1 c2 c3 c4 c5 c6 c7 c8 c9 c10 

A1 0.078 0.087 0.098 0.105 0.115 0.117 0.167 0.092 0.068 0.092 

A2 0.000 0.000 0.000 0.053 0.000 0.067 0.148 0.092 0.095 0.092 

A3 0.157 0.130 0.137 0.070 0.096 0.117 0.074 0.092 0.095 0.092 

A4 0.078 0.043 0.059 0.123 0.058 0.000 0.037 0.039 0.095 0.118 

A5 0.078 0.043 0.137 0.105 0.096 0.050 0.037 0.092 0.095 0.092 

A6 0.078 0.087 0.059 0.053 0.000 0.117 0.000 0.092 0.068 0.013 

A7 0.157 0.130 0.098 0.088 0.096 0.117 0.111 0.092 0.095 0.066 

A8 0.078 0.087 0.098 0.088 0.115 0.117 0.148 0.092 0.068 0.092 

A9 0.000 0.000 0.098 0.053 0.096 0.050 0.093 0.092 0.095 0.092 

A10 0.078 0.130 0.059 0.105 0.115 0.100 0.074 0.066 0.095 0.092 

A11 0.098 0.174 0.059 0.088 0.115 0.100 0.056 0.066 0.068 0.092 

A12 0.118 0.087 0.098 0.070 0.096 0.050 0.056 0.092 0.068 0.066 
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c11 c12 c13 c14 c15 c16 c17 c18 c19 c20 

A1 0.054 0.135 0.060 0.100 0.045 0.100 0.091 0.055 0.100 0.109 

A2 0.089 0.096 0.060 0.060 0.106 0.100 0.055 0.018 0.100 0.109 

A3 0.089 0.058 0.100 0.060 0.106 0.043 0.091 0.109 0.071 0.047 

A4 0.125 0.019 0.140 0.140 0.045 0.043 0.127 0.164 0.043 0.047 

A5 0.054 0.058 0.060 0.100 0.076 0.100 0.055 0.055 0.100 0.109 

A6 0.054 0.173 0.060 0.060 0.076 0.129 0.018 0.055 0.071 0.078 

A7 0.054 0.096 0.060 0.100 0.076 0.100 0.0 0.091 0.100 0.078 

A8 0.089 0.096 0.060 0.100 0.076 0.071 0.091 0.055 0.100 0.078 

A9 0.089 0.058 0.060 0.060 0.106 0.100 0.055 0.055 0.100 0.109 

A10 0.089 0.058 0.140 0.100 0.076 0.071 0.127 0.127 0.071 0.078 

A11 0.125 0.058 0.140 0.060 0.106 0.043 0.145 0.127 0.043 0.047 

A12 0.089 0.096 0.060 0.060 0.106 0.100 0.073 0.091 0.100 0.109 

 

The Entropy is indirectly related to the objective weights and is typically measured 

from 0 to 1. Therefore, the closer the entropy value is to 1, the higher the level of 

uncertainty and the smaller the objective weight of that criterion. Additionally, diversity 

is directly related to the objective weight; thus, the higher the diversity in a criterion, the 

higher the objective weight of the same criterion. The objective weights reflect the 

relative importance of each factor (or criterion) in selecting the twelve mining methods 

(or alternatives). In this case, the results in Table 2.5 show that the factors possess a 

different degree of importance, with some more critical than others. Furthermore, 

mechanical properties, such as the strengths of the ore and host rock, have the highest 

diversity and, thus, the highest degree of importance among all factors. Environmental 

considerations, such as health and safety and the stability of openings, have the lowest 

diversity, i.e., the lowest degree of importance among all factors. 

The results from the Entropy method emphasizes the different level of impact that the 

twenty factors have in selecting the twelve mining methods. Furthermore, to identify and 

select the most relevant influential factors, the deviation concept is then applied. The 

deviation was applied to determine the factors with the highest impact in MMS, i.e., the 

most relevant factors. The deviation of each criterion weight from the mean weight value 

is calculated using Equation (2.6). 
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Deviation = 𝑤𝑗 − 𝑤̅; 𝑤̅ = ∑
𝑤𝑗

𝑛
 (2.6) 

Where wj is the weight of each criterion, 𝑤̅ is the mean weight of the criteria set, and 

n is the number of criteria. 

Table 2.5: Results of Entropy method application, showing the Entropy, Diversity, and 

Objective weights of the twenty factors/criteria 

Criteria (Factor) Entropy Diversity Weights 

c1 Host-rock strength 0.909 0.091 0.115 

c2 Ore strength 0.895 0.105 0.132 

c3 Ore uniformity 0.946 0.054 0.068 

c4 Depth 0.985 0.015 0.019 

c5 Shape 0.920 0.080 0.100 

c6 Dip 0.943 0.057 0.072 

c7 Ore thickness 0.917 0.083 0.104 

c8 Health and safety 0.991 0.009 0.011 

c9 Stability of openings 0.995 0.005 0.007 

c10 Recovery 0.976 0.024 0.030 

c11 Flexibility 0.982 0.018 0.022 

c12 Dilution 0.955 0.045 0.057 

c13 Selectivity 0.968 0.032 0.040 

c14 Depth capacity 0.982 0.018 0.023 

c15 Development rate 0.985 0.015 0.019 

c16 Productivity 0.977 0.023 0.029 

c17 Ore grade 0.961 0.039 0.048 

c18 Mining cost 0.952 0.048 0.061 

c19 Production rate 0.985 0.015 0.019 

c20 Capital investment 0.981 0.019 0.024 

 

The overall mean weight (𝑤̅) is 0.05. The deviation of each factor (criterion) weight 

from the mean weight is calculated based on this mean weight. Figure 2.3 depicts the 

results of the factors with the lowest and highest levels of impact in MMS based on the 

deviation concept. Based on the deviation concept, the criteria with an objective weight 

smaller than the mean weight produce negative deviation values and are considered to 

have the lowest level of impact. Furthermore, criteria with an objective weight higher 

than the mean weight produce positive deviation values and have the highest impact on 

MMS. Therefore, criteria with higher weights than the mean weight and with the smallest 

Entropy and the highest diversity were identified and selected as those with the highest 

level of impact. In this case, eight factors were identified, where ore strength had the 

highest weight of 0.132, followed by host-rock strength, thickness, shape, dip, ore 
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uniformity, mining costs, and dilution with weights of 0.115, 0.104, 0.100, 0.072, 0.068, 

0.061, and 0.057, respectively. 

 

Figure 2.3: Results showing the least and the most relevant factors in MMS based on the 

deviation, where the most relevant are those with weights greater than the mean 

2.5 Discussion on the Entropy Method Results 

The results from this chapter suggest that ore strength, host-rock strength, orebody 

thickness, shape, dip, ore uniformity, mining costs and dilution are the most relevant in 

mining methods evaluation and selection, thus, limiting the use of most mining methods 

when compared to the rest of the factors. These results emphasize the significant impact 

of the physical characteristics or orebody geometry (thickness, shape, and dip of the 

orebody) and geotechnical properties (strength of the orebody and host rock) as well as 

ore uniformity on the mining methods selection (MMS) process, as also described in 

different MMS systems, including Nicholas' approach [5] and the UBC-MMS tool [4]. 

However, the factor of depth, considered necessary in the UBC-MMS tool when selecting 

between open-pit and underground methods, was not found to be highly important in 

these results because of its low diversity in the selection among the twelve mining 

methods (surface and underground methods). The recent implementation of mining 

methods also supports this fact; in practice, depth does not strictly limit the 

implementation of most mining methods, including the open-pit mining method. Thanks 

to technological and scientific advancements, there are examples of successful deep open-

pit mines (in mineral deposits with depths of more than 500m). Furthermore, the results 

from this chapter suggest that economic and technological factors such as mining costs 
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and dilution have a significant influence on the MMS process, thus, may limit the use of 

specific mining methods in the evaluations. Although, these factors are not highly 

emphasized during the first stage of some of the MMS systems (Nicholas' approach [5] 

and the UBC-MMS tool [4]).  

This study objectively estimated the weights and the most relevant factors without 

requiring decision-makers direct involvement, unlike most MCDM-based MMS systems 

[14–20]. In most MCDM-based MMS systems, the relative importance of the influencing 

factors is determined based on the subjective opinions or judgement from decision-

makers (mining engineering professionals); however, the use of subjective opinions, in 

essence, introduces a certain level of bias, which inherently affects the eligibility and 

accuracy of the assessments. In addition, the subjective judgement from the decision-

makers is mainly customised to a particular mining project, i.e., decisions made in a 

particular project may not be transferable to a different project. The absence of subjective 

(customized) judgement in this study produces less biased and more generalized results, 

and it can be employed for different case studies assisting practical mining project 

decision-making and scientific studies (and research) on MMS when the opinion (or 

judgement) from mining engineering experts is not available or not required.  

2.6 Summary of the Application of the Entropy Method to Estimate Factors 

Relative Importance 

In this chapter, the multi-criteria decision-making Entropy method was incorporated 

as a technique for feature selection. Feature selection is an essential pre-processing step 

for developing the AI-based mining methods recommendation system (AI-MMRS). In 

this study, feature selection is required as a pre-processing step for improving the 

performance of the models by reducing the noise and bias that might be caused by many 

redundant factors and computation time when training the machine learning models. The 

Entropy method was employed to assess the relative importance of twenty factors 

influencing the mining methods selection (MMS) process to identify the most relevant 

factors in MMS. The twenty assessed factors are classified as orebody geometry, geology, 

geotechnical properties, technological, economic, and environmental factors. Using the 

Entropy method, it was possible to determine the objective weights of the twenty factors 
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by calculating their weights without decision-makers' direct involvement.  Then, based 

on these objective weights, factors such as ore strength, host-rock strength, orebody 

thickness, shape, dip, ore uniformity, mining costs, and the dilution of the mining methods 

were identified as the most relevant in MMS. Findings from this chapter are also 

supported by literature and the technological and scientific advancement in the selection 

and practical implementation of the mining methods.  Furthermore, Using the Entropy 

method to determine factors’ objective weights avoids any possible bias caused by the 

subjective (customized) judgement, thus more generalized results applicable for different 

case studies assisting practical mining project decision-making and scientific studies (and 

research) on MMS when the opinion (or judgement) from mining engineering experts is 

not available (fully or partially) or not required. 

These results will be used as a foundation to create the input datasets in Chapter 3 and 

incorporated into the pre-processing data stages of Chapters 4, 5 and 6. 
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3 Overview of Study's Data: From Data Collection to Creating the Input Datasets 

This chapter provides an overview of the study's data, from data collection, 

management, and analysis to creating the input datasets for evaluating different machine 

learning (ML) in Chapters 4, 5, and 6. As stated in Chapter 1, the availability of large 

historical datasets is the backbone for developing any artificial intelligence (AI) system 

using machine learning (ML) algorithms. In data mining, this stage is also called the data 

preparation process. Therefore, this Chapter strives to create the study’s input datasets to 

train ML models for developing the AI-based mining methods recommendation system 

(AI-MMRS). This chapter additionally reviews the trend of the commonly implemented 

mining methods in the late 2000s following technological and scientific advancements. 

3.1 Data Collection, Management and Analysis 

The study data is mainly based on mining projects' historical data (i.e., technical 

reports: NI 43-101) collected from an open-source database named SEDAR1. SEDAR (the 

System for Electronic Document Analysis and Retrieval) is a mandatory document (in 

pdf format) filling and retrieval system for Canadian public companies. The National 

Instrument (NI 43-101) is a national instrument for the Standards of Disclosure for 

Mineral Projects within Canada, which sets the rules for reporting and displaying 

information regarding mineral properties owned or explored by companies reporting trade 

stock exchange within Canada. The technical reports collected for this study contain 

information about mining projects' development from the early exploration, advanced 

exploration, development (or construction) and production stages. From SEDAR, over 

1,315 mining projects' technical reports were collected, stored, managed and analysed in 

a document management software (DMS). The technical reports are dated from 2000 to 

2022, with mining projects in different places (in Africa, Asia, Europe, Oceania, and 

Central, North and South America). In the DMS, we created an appropriate searching 

system to optimise the efficiency of data analysis and data mining (relevant attributes 

extraction) processes. This searching system can also be considered an offline built-in 

recommendation system type, precisely a knowledge-based [18], [19] recommendation 

 
1 The System for Electronic Document Analysis and Retrieval (SEDAR): 

https://www.sedar.com/homepage_en.htm 

https://www.sedar.com/homepage_en.htm
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system type. Knowledge-based [63] are more interactive recommendation systems that 

provide recommendations based on the user's explicit specification and attributes (or 

description) of the items. For example, a user might request a customised 

recommendation of cars based on specific requirements such as brand, model, colour, 

price, engine size, location of the shop or the number of doors. Figure 3.1. illustrates the 

user interface for the customised searching system in the DMS. 

 

Figure 3.1: The user interface of the searching system in the DMS: allowing users to customise 

search by parameters such as Project Stage, Mining Type, Mining Method, Location, Commodity, 

Deposit or Mine 

The searching system in the DMS was created using essential keywords and tags from 

the technical reports, such as the name of the mining company, the location of the project, 

the technical report issue date, commodity type, mining type, mining method, mining 

project stage (early exploration, advanced exploration, feasibility study, development, 
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and production) among others. Using the searching system, a user can customise searches 

for relevant technical reports and quickly filter (and mine/extract) relevant attributes from 

the technical reports. Therefore, helping users deal with information overload by allowing 

easy and quick access to relevant information, which is one of the aims of 

recommendation systems. Through the searching system, the technical reports can be 

accessed using attributes such as project stage, company name, mining type, mining 

method, project location, name of the mine (or deposit), report issue date, report issuer, 

and commodity type.  

Once we stored the technical reports in the DMS, the data analysis process proceeded. 

The data analysis process aims to analyse the quality of content in the technical reports, 

eliminating irrelevant and selecting the most relevant reports for the study. In a total of 

1315 technical reports collected from SEDAR, about 113 were not useful for the study, 

thus, discarded. The useful data or technical reports are categorised and clustered into 

five classes based on project stages [1]: early exploration, advanced exploration, 

feasibility study, development, and production. For this study, the relevant reports are 

those categorised in the feasibility study, development, and production stages; thus, they 

are used as a base to mine (extract) relevant attributes for creating the input datasets for 

the study. Exploration (early and advanced) is the earliest stage of a mining project aimed 

at defining a potential mineral deposit. Feasibility studies are done after a potential 

mineral deposit to determine whether a project is viable enough to proceed (to be 

abandoned or wait until the commodity's price). Once a project is viable enough, the 

development stage and production proceed. The development stage aims to construct 

necessary infrastructures and roads to access the orebody and proceed with production. 

Finally, the production stage aims to recover mineral resources by applying different 

mining methods among surface or underground methods. Figure 3.2 shows the results of 

the data analysis process, illustrating the proportions of total collected data, not useful 

and useful data clustered into early exploration, advanced exploration, feasibility study, 

development, and production stages. 
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Figure 3.2: Results of data analysis, showing the proportion of the total collected data, not useful 

and the useful clustered 

3.2 Creating Input Datasets, Data Cleaning and Data Validation 

3.2.1 Creating input datasets 

The input dataset for this study is created based on the results from chapter 2. Chapter 

2 applied the Entropy method to estimate the relative importance of twenty factors 

influencing the MMS process and identify the most relevant factors. The Entropy method 

estimated the relative importance by calculating factors' objective weights without the 

direct involvement of decision-makers (judgment or opinion). Then based on the 

objective weights, ore strength, host-rock strength, orebody thickness, orebody shape, 

orebody dip, ore uniformity, mining costs, and the dilution of the mining methods were 

selected as the most relevant factors in MMS. These factors will then be used as the main 

variables in the input datasets in this chapter. To recap, Table 3.1 illustrates the results of 

the Entropy method where we have the twenty factors' entropy, diversity, and objective 

weights. Table 3.1 lists factors according to the objective weights in descent order; the 

first seven factors are selected as the most relevant in MMS. 

Initially, all eight factors are used as main variables in the input dataset. The dataset 

is created by mining (extracting) information about the eight factors from the mining 

projects' technical reports in the DMS. The created initial dataset describes data from 

sixty-one projects and eight variables (ore strength, host-rock strength, orebody thickness, 

orebody shape, orebody dip, ore uniformity, mining costs, and the dilution) and the 

mining methods considered/selected in each project. However, this initial input dataset is 

very sparse because of the lack of information about the required factors in some project's 
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technical reports. In other words, the initial input dataset has a lot of missing attributes, 

originating an incomplete dataset. Therefore, the “data sparsity problem” is one of the 

limitations of this study. Since data is the foundation of machine learning (ML) models, 

it is crucial to have clean and consistent data to train the models for artificial intelligence 

(AI) systems. Missing values in an input dataset can cause bias or noise to the results of 

the models and, in most cases, reduce the accuracy of the models. In this case, it is 

required to perform data cleaning to handle the missing values in the input dataset.  

Table 3.1: Results from the Entropy methods showing Entropy, Diversity values and the 

objective weights of the factors: listed in descent order of the objective weights 

Influential factor Entropy Diversity Weights 

Ore strength 0.895 0.105 0.132  
Host-rock strength 0.909 0.091 0.115 

Thickness 0.917 0.083 0.104 

Shape 0.920 0.080 0.100 

Dip 0.943 0.057 0.072 

Ore uniformity 0.946 0.054 0.068 

Mining cost 0.952 0.048 0.061 

Dilution 0.955 0.045 0.057 

Ore grade 0.961 0.039 0.048 

Selectivity 0.968 0.032 0.040 

Recovery 0.976 0.024 0.030 

Productivity 0.977 0.023 0.029 

Capital investment 0.981 0.019 0.024 

Depth capacity 0.982 0.018 0.023 

Flexibility 0.982 0.018 0.022 

Depth 0.985 0.015 0.019 

Production rate 0.985 0.015 0.019 

Development rate 0.985 0.015 0.019 

Health and safety 0.991 0.009 0.011 

Stability of openings 0.995 0.005 0.007 

 

3.2.2 Data cleaning 

There are two most common ways of handling missing values in data mining and ML 

problems: removing (deleting) or imputing missing values [64]–[66]. Deleting the 

missing values involves removing variables or rows with missing values. While imputing 

involves replacing the missing values with arbitrary values, with mean or median values 

(for numeric values) of the column, replacing with mode (for categorical values) or even 

performing interpolation [67].  
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In this study, the data cleaning process consists of deleting or eliminating noisy or 

biased data or variables from the dataset. The variable "mining costs" is biased owing to 

the differences in currencies and exchange rates in each project: projects are located in 

different countries. Therefore, the "mining costs" variable was removed from the initial 

input dataset. Furthermore, missing values were handled by removing (or deleting) rows 

and variables with missing values, and variables such as "dilution" and "ore uniformity" 

were eliminated for having a lot of missing values.  

Deleting missing values from the dataset implies reducing the size of the dataset. 

Therefore, from a noisy and biased dataset with sixty-one rows/projects and eight 

variables, the clean input dataset has thirty rows/projects and five input variables (ore 

strength, host-rock strength, orebody thickness, shape, and dip). The clean dataset 

comprises five underground mining methods, with uneven distribution of projects among 

the mining methods. Figure 3.3 shows the distribution of the projects in each mining 

method in the dataset, with more projects in the sublevel stoping mining method.    

 

Figure 3.3: Distribution of the dataset after data cleaning, showing the number of projects in 

each mining method 

This study's strength factors (of ore and host-rock) are mainly based on the rock mass 

rating (RMR) system. The RMR system is one of the most accessible geotechnical 

parameters in the mining projects' historical data (technical reports); hence, it was chosen 

as the main parameter to describe ore and host-rock strength. The orebody thickness, 

shape and dip factors are described based on Nichola's approach [5] and the UBC MMS 

tool [4]. 
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3.2.3 Data validation 

Since the whole dataset is based on information provided by mining projects, it would 

be too risky to solely trust the data because every company operates with different goals, 

rules, and regulations. For this reason, it was necessary to verify the integrity of the data 

or validate reliability of the data: verify how trustworthy the mining projects' procedures 

and decisions are. Then use the mining projects' data to provide future recommendations 

in the proposed AI-MMRS. The UBC-MMS system [4] was applied to validate the 

reliability of the mining methods selected for each project. In the UBC-MMS tool, we 

use the inputs from the project's technical reports to verify if the mining methods selected 

are appropriate for the orebody conditions. As described in chapter 1, the UBC-MMS tool 

is a quantitative MMS system and one of the most commonly used for MMS and as a 

base for studies in MMS. We used the "Excel and Visual Basic Implementation (version 

created by Jeff Breadner, 1999) of the UBC-MMS tool. Figure 3.4 shows the required 

inputs in the UBC MMS tool. As depicted in Figure 3.4, the UBC-MMS tool requires 

eleven variables as inputs. The UBC-MMS outputs ten mining methods with respective 

ranks in descent order, where the best mining methods are those with the highest ranks 

[4].  

 

Figure 3.4: Showing the required inputs in the UBC-MMS system (in the Excell and Visual 

Basic Implementation tool)  

We observed that in most technical reports, during the early stages of mining project 

development is difficult to get detailed information on the orebody characteristics, 

especially the geotechnical parameters required as inputs in the UBC-MMS tool. The lack 

of information about some required input variables for the UBC-MMS tool limits the 
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validation (or verification) of the data of all thirty projects. Therefore, we used the 

literature review as a secondary data source by collecting information about underground 

mining case studies, mostly from the academic thesis and research papers. In addition to 

that, more reports were collected from the SEDAR database. 

After additional data collection and validation using the UBC-MMS tool, the second 

input dataset comprises thirty-three projects (or case studies), five input variables (ore 

strength, host-rock strength, orebody thickness, shape, and dip) and seven mining 

methods (block caving, cut and fill, longwall, room and pillar, shrinkage, sublevel caving 

and sublevel stoping). The seven mining methods include the three main classes of 

underground mining methods: unsupported, supported and caving, excluding the obsolete 

and extinct supported methods such as square set and stull stoping [1]. Sublevel stoping 

[25], shrinkage [24] and room and pillar [23] represent the unsupported methods. Cut and 

fill [26] is the only commonly applied supported mining method. The caving methods are 

represented by longwall [27] block caving [29] and sublevel caving [28]. Therefore, in 

terms of underground mining methods, this validated input dataset (depicted in Figure 

3.5) is more complete than the non-validated input dataset (depicted in Figure 3.3). Figure 

3.5 shows the distribution of projects (case studies) per mining method in the validated 

dataset. 

 

Figure 3.5: Distribution of the dataset after cleaning and validation using the UBC-MMS tool, 

showing the number of projects in each mining method 



 

43 

 

3.3 Review of the Most Preferred Underground Mining Methods in the 2000s 

One of the objectives of this study on developing an AI-MMRS is to provide a review 

of the most applied underground mining methods in the late 2000s. The review is based 

on the study's database, i.e., on data collected from the SEDAR database. The technical 

reports in our dataset are dated from 2000 to 2022, with projects located in different 

countries or places of the world. 

3.3.1 Most preferred underground mining methods  

To show the statistics of the most common mining methods, we use the initial sparse 

dataset before the data cleaning process because it is the largest dataset. The initial sparse 

dataset comprises sixty-one projects, most located in Canada (~54%) and the minority in 

Europe. Figure 3.6 shows the distribution of the projects by location; the legend represents 

the number of projects in each country: 1, 3, 2, 4, and 7. 

 

Figure 3.6: Distribution of the mining projects by location: the legend shows the number of 

projects in each country (identified by colours: 1, 3, 2, 4, and 7) 

Figure 3.7 shows the statistics of the most preferred underground mining methods 

among the sixty-one projects. From our results, statistics show that sublevel stoping is the 

top preferred mining method. This fact may be attributed to the sublevel stoping [25] 

mining method having more variations, making it more versatile to implement in different 

conditions of the orebody. The most preferred variation of sublevel stoping in the projects 

is the longhole stoping. Furthermore, sublevel stoping is a large-scale method with low 
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mining costs, high productivity, and mechanisation despite the low selectivity [1]. Cut 

and fill [26] is the second most preferred underground mining method, with drift and fill 

as the common variation. Cut and fill [26] is usually more selective, with the highest 

recovery rate than sublevel stoping, but cut and fill demands higher mining costs and 

slightly lower scale than sublevel stoping and requires backfilling material [1]. Room and 

pillar [23] and shrinkage [24] come in the third position. Room and pillar are highly 

limited to certain deposit conditions, and shrinkage can be labour-intensive with 

limitations to mechanisation and lower production rate [1]. Lastly, caving mining 

methods, including longwall [27] and block caving [29], are the least preferred. Like room 

and pillar, longwall can be very limited to certain deposit conditions despite the large 

production rate and high mechanizability [1]. Despite the low mining costs and high 

productivity and production rate, block caving and sublevel caving  [28], [29] are the least 

preferred. The less preference for caving mining methods can be attributed to the fact that 

they destroy the surface and natural environment (causing surface subsidence), making 

them less environmentally friendly.   

 

Figure 3.7: Distribution of mining projects by mining methods in the initial sparse dataset: 

showing sublevel stoping as the most preferred mining method 

3.3.2 Orebody conditions of the preferred mining methods 

This section provides an update on the orebody conditions of the most preferred 

mining methods in the projects. This review compares literature and practical choice by 

the mining projects in the study database (technical reports). To provide a comprehensive 
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discussion, we will use the clean datasets pre and post-validation datasets depicted in 

Figures 3.3 and 3.4: 

Sublevel Stoping: 

This method is one of the unsupported mining methods, traditionally requiring no or 

less artificial support system. According to the literature [1], [25], this method is applied 

to deposits with moderate to strong ore and strong to very strong (sometimes moderate) 

host-rock. This method is mainly preferred for steep orebodies (dip higher than 50o), but 

it can sometimes be applied in deposits with an intermediate dip (at least 40o). In terms 

of thickness, this method can be a bit versatile: preferable for intermediate to thick (more 

than 6m thickness), but it can also be implemented in narrow deposits (less than 6m, more 

than 3m). Deposits with tabular and regular shapes are the most suitable for this method.  

From the study's database (i.e., practical implementation), this method is preferred for 

deposits with ore strength following the literature, mostly moderate to strong (and very 

strong), with few cases with weak ore. Similar to ore strength, this method is preferred 

for deposits with moderate to strong host-rock, with few cases with weak and very strong 

host-rock. In terms of shape and dip, it follows the literature, mostly chosen for tabular 

orebodies with intermediate, mostly steep dip. However, there are rare cases where this 

method is considered for massive and flat dip (almost 20o dip) deposits. In most cases, 

this method is considered for orebodies with narrow thicknesses and few cases for 

intermediate orebodies (rare cases with thick orebodies), which is slightly contrary to the 

literature. This situation can be attributed to the fact that this method has many variations 

that are benefited from technological advancement and easy mechanisation. 

Shrinkage stoping: 

Shrinkage stoping is also classified as an unsupported method requiring less artificial 

support. The shrinkage stoping is another unsupported mining method similar to sublevel 

stoping, room and pillar. Similar to sublevel stoping, this method [1], [24] is mostly 

preferred for steep orebodies (dip higher than 50o), but it can sometimes be applied to 

deposits with intermediate dip (at least 40o). The method favours deposits with strong ore 

and a moderate to strong host-rock. This method can be applied for deposits with any 

shape but is mostly preferred for tabular deposits with narrow to intermediate thicknesses 

(3m to 30m) and sometimes very narrow thicknesses (less than 3m).  
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Observations from the study database reveal that decisions from the mining projects 

follow the literature regarding host-rock strength, orebody thickness, shape, and dip. This 

method is considered for deposits with moderate to strong host-rock (rare cases with very 

strong), in most cases, for deposits with a steep dip and narrow thickness (rare cases with 

very narrow). The shape of the orebodies is mostly tabular, with few cases of irregular 

shape. The ore strength of the deposits does not follow the literature, as this method is 

mostly considered for deposits with weak to moderate ore strength (rare cases for strong 

ore).  

Room and pillar stoping: 

The room and pillar is another unsupported mining method similar to sublevel stoping 

and shrinkage stoping. According to the literature [1], [23], this method is usually suitable 

for deposits with moderate to strong host-rock in order to maintain the pillar and stability 

of openings. The ore strength usually does not limit the application of the method. It is 

mostly preferred for tabular deposits with a flat dip (less than 15o), in some cases, for 

deposits with an intermediate dip (up to 45o). This method is preferred for orebodies with 

very narrow to narrow thicknesses (less than 5m); in some cases, it is implemented for 

orebodies with an intermediate thickness (up to 30m).  

Observations from the study's database suggest that the choice for this mining method 

in mining projects follows the literature in terms of shape, thickness, dip, and ore strength. 

This method is preferred for tabular orebodies, mostly narrow thickness (few cases with 

very narrow thickness) and mostly flat dip (few cases with intermediate dip) and variable 

ore strength (very weak to strong). However, contrary to the literature, this method is 

considered in deposits with weak to moderate host-rock strength. This situation is likely 

because of technological advancements and the possibility of using better artificial 

support systems.  

Cut and fill stoping: 

Cut and fill stoping is the only supported mining method that is still common 

nowadays. This method demands a large extent of artificial support systems. This method 

[1], [26] is versatile, easily adaptable, and flexible. Because artificial filling is necessary 

to maintain the stability of openings, this method is preferred for deposits with very weak 

to weak host-rock and moderate to strong ore. It can be applied for deposits with irregular 

and tabular shapes, with dip ranging from intermediate to steep and sometimes flat dip. 
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This method can be applied for various thicknesses, from narrow (sometimes very 

narrow) to intermediate to thick.  

From the study's database, this method is mainly considered for deposits with ore 

strength, thickness, shape, and dip following the literature. However, the host-rock 

strength slightly differs from the literature review, as this method is mostly considered 

for deposits with moderate to strong host-rock (few cases for weak host-rock).  

Longwall 

Longwall is one of the caving mining methods with controlled, induced, or massive 

caving of the ore and/or host-rock. According to the literature [1], [27] this method is 

applied in tabular, narrow (and very narrow) and flat deposits (less than 12o), especially 

coal. It can be suitable for deposits with any ore strength and weak to moderate host-rock 

strength. 

From the study's database, this method is considered for most orebody conditions 

under the literature. The thickness of the orebody is mostly narrow (in some cases very 

narrow), with a tabular shape and weak to moderate ore and host-rock strength. However, 

it is sometimes considered in cases where the orebody has an intermediate dip (more than 

12o) and strong host rock. 

Block caving and sublevel caving 

These two methods are applied in similar orebody conditions. The main difference is 

that both the ore and the host-rock are involved in the caving process in block caving, 

while in sublevel caving, only the host-rock is involved in caving. According to the 

literature [1], [28], [29], these two methods are applied for massive deposits, but sublevel 

caving can be suitable for tabular deposits. In terms of thickness, these methods are 

suitable for thick to very thick orebodies; however, sublevel caving can be applied in 

deposits with an intermediate thickness (usually more than 6m or 10m). Both methods 

are more suitable for deposits with steep dips but can be applied in flat dips if the deposits 

are thick. Sublevel caving is suitable for deposits with moderate to strong ore and weak 

to strong host-rock. Block caving is more suitable for deposits with weak to moderate 

host-rock and ore (sometimes in strong ore). 

Observations from the study's database indicate that practices from the mining 

projects are under the literature. In both mining methods, the conditions of the orebody, 

ore and host-rock strength, orebody thickness, shape and dip are in accordance with the 
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literature review, as block caving is considered in thick, massive, and flat deposits with 

moderate to strong ore and moderate host-rock. Similarly, sublevel caving is considered 

for intermediate to thick, tabular, and steep deposits with strong ore and host-rock.  

3.4 Summary of the Study’s Data 

This chapter provided an overview of the study data, from data collection to creating 

input datasets that will be used for training the models to develop the AI-based mining 

methods recommendation system (AI-MMRS). The study’s data is mainly based on 

mining projects' historical data (i.e., technical reports: NI 43-101) collected from the 

SEDAR database. The secondary data source is a literature review from an academic 

thesis and research papers on mining methods selection (MMS). The technical reports 

collected from the SEDAR database (around 1,315) were stored in document management 

software (DMS) for management and analysis. In the DMS, an appropriate searching 

system was created using important attributes from the technical reports. This searching 

system is also an offline knowledge-based recommendation system used to customise 

searches for relevant technical reports and quickly filter (and extract) relevant attributes 

from the technical reports.  

The input datasets for this study were created based on the results from chapter 2, in 

which the Entropy method was applied to estimate the relative importance of twenty 

factors influencing the MMS process to identify the most relevant factors then. The main 

variables in the input datasets were the most relevant factors, namely ore strength, host-

rock strength, orebody thickness, shape and dip. Two input datasets were created for the 

study. The first comprises thirty projects (or case studies) from SEDAR with five 

underground mining methods (block caving, cut and fill, room and pillar, shrinkage, and 

sublevel stoping). The second comprises thirty-three projects (or case studies) from 

SEDAR and the literature review, with seven types of underground mining methods 

(sublevel stoping, shrinkage, room and pillar, cut and fill, longwall, block caving, and 

sublevel caving). The second dataset is more complete than the first dataset because it 

contains all main underground mining methods except those in extinction, such as square-

set and stull stoping. Furthermore, the data in this dataset was validated using the UBC-
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MMS tool. The first dataset will be used in Chapter 4, and the second will be used in 

Chapters 3 and 5.  

This chapter also reviewed the most preferred underground mining methods in the late 

2000s based on the database from SEDAR. According to the study's database, most 

projects' preferred mining method is the sublevel stoping, followed by the cut and fill, 

room and pillar, shrinkage, and longwall. Caving mining methods such as block caving 

and sublevel caving seem to be the least preferred lately, probably due to the 

environmental impacts of destroying the surface. Square set stoping and stull stoping 

methods seem to be in extinction because they were not observed in the database. In terms 

of the orebody conditions of the preferred mining methods in the database, most mining 

methods are selected for orebody conditions following the existing literature. However, 

there is a noticeable change in conditions such as thickness, ore strength, host-rock 

strength and dip for sublevel stoping, shrinkage, room and pillar, cut and fill and longwall. 

This change can be associated with technological advancement, enabling easier and more 

flexible mechanisation and better support systems, thus improving the versatility of the 

mining methods. This way, reviewing the impact of the scientific and technological 

advancement associated with the change of orebody conditions in which underground 

mining methods are implemented. Thus, updating the literature on the MMS discipline. 
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4 KNN-Cosine Similarity for Implementing Memory-Based Collaborative 

Filtering Approach in Mining Methods Selection 

This chapter investigates the applicability of the memory-based collaborative filtering 

(CF) approach for predicting and recommending a set of top-N underground mining 

methods into the proposed AI-based mining methods recommendation system (AI-

MMRS). The KNN-cosine similarity algorithm is used for computing similarities among 

the projects for the predictions using one of the datasets created in chapter 3. The dataset 

comprises thirty-three mining projects' historical data described by orebody 

characteristics and the selected mining methods to recover the deposits.  

4.1 Why Collaborative Filtering Approach for the AI-MMRS 

Artificial intelligence (AI) systems rely on the availability of historical data, i.e., it is 

necessary to have large datasets to effectively train machine learning (ML) models for AI 

systems. Recommendation systems [18], [19], [35], [36] are part of AI systems that 

provide recommendations to users about products or items they might like. The purpose 

of recommendation systems is very similar to the information retrieval systems [68], [69] 

like the google search engine. Both recommendation and information retrieval systems 

are aimed at helping users deal with information overload by filtering personalised and 

useful information. Recommendation systems rely on users' historical data in order to 

predict users' future interests. User historical information refers to user purchase history 

and the ratings the users give to purchased items. Collaborative filtering (CF) is one of 

the most common types of recommendation systems. This type of system generates 

recommendations by evaluating the similarities between different users, i.e., based on the 

approach that users interested in similar items in the past might have similar tastes in the 

future. CF can be implemented in two approaches, memory-based and model-based. 

Model-based uses machine learning algorithms to train models to predict users' ratings of 

unrated items and generate recommendations. There is no need for training or 

optimisation in the memory-based, also known as neighbourhood-based CF algorithms. 

The memory-based approach was among the earliest CF filtering algorithms and is easy 

to implement, understand and interpret. In the memory-based approach, unknown users 

or item ratings are predicted based on their nearest neighbours (most similar users). This 
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approach relies on similarity measures to find a group of neighbours or similar users or 

items. The k-nearest neighbours (KNN) algorithm is commonly used for implementing 

memory-based CF to compute similarities among users and items.  

As stated in the introduction, this study investigates the possibility of incorporating 

artificial intelligence (AI) to explore available mining projects database to develop a 

system that can aid decision-making when planning a mining project. As such, the 

proposed system will attempt to recommend the most appropriate mining methods by 

learning from previous mining projects' procedures; thus, the proposed system is directly 

linked to collaborative filtering problems.  This chapter investigates the applicability of 

the memory-based collaborative filtering approach to predicting and recommending 

underground mining methods. Using the proposed memory-based collaborative filtering 

approach, we will build a model to predict and recommend not just one but a set of top-

N underground mining methods. The KNN-cosine similarity algorithm is used to compute 

similarities among the projects. Thereafter, the weighted sum method is used to predict 

the ratings of the mining methods for generating the top-N recommendations. The dataset 

for this chapter is created in Chapter 3 (described in Figure 3.5), comprising thirty-three 

projects, five input variables (ore strength, host-rock strength, orebody thickness, shape, 

and dip), and seven underground mining methods (sublevel stoping, shrinkage, room and 

pillar, cut and fill, longwall, block caving, and sublevel caving). The memory-based 

approach is proposed as one of the algorithms to be implemented in the proposed AI-

MMRS for generating top-N recommendations of the most appropriate mining methods 

by analysing the similarities among the projects regarding orebody deposit characteristics. 

In other words, recommend mining methods based on practices from other similar 

deposits or projects. 

4.2 Memory-Based Collaborative Filtering Recommendation System 

Recommendation systems are aimed at helping users deal with information overload 

by making personalised suggestions or suggesting the most relevant/popular items. In 

order to make personalised suggestions, recommendation systems [21], [43] collect 

different types of data about the users and the items. In this study, users are defined as the 

objects receiving the recommendations and items as the recommended objects. Therefore, 

datasets for recommendation systems are composed of three main objects: users, items 
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and the interaction between users and items. The recommendations systems collect 

various information about the objects, for example, the user's attributes/features (age, 

location, gender, sex); the item's attributes/features (description of the items: colour, 

price); and the interaction between users and items or the evaluation/feedback from users 

about the items (implicitly or explicitly ratings). Implicit feedback can be collected 

through purchase records, time logs, cart history, wishlist, and web hyperlinks; explicit 

feedback is collected through rating scores (numerical, ordinal, binary or unary ratings). 

Collaborative filtering (CF)  [20], [70], [71] recommendation systems make personalised 

suggestions mainly based on the user-item interaction matrix that contains ratings that 

different users give to evaluate items. CF make recommendations to a target user based 

on the preferences/ratings of other users considered similar to the target user. A target 

user is a user to whom the recommendations are made. Recommendations can be made 

by predicting the ratings the target user will like to give to unrated items and/or by 

providing a list of top-N items that the target user will like the most [72]–[74]. In this 

study, we use the terms unrated, missing ratings or unknown ratings interchangeably; and 

the terms active and target users interchangeably. CF recommendation systems can be 

developed through two approaches, model-based and memory-based. In the model-based 

[75]–[77] approach, machine learning (ML) algorithms are used to train models that 

automatically learn user-item interaction patterns. Memory-based, mostly known as the 

neighbourhood-based approach [76], [78]–[80], is simple, straightforward, and easy to 

understand and interpret the results. In this approach, there is no need for training a model; 

the algorithms utilise the entire user-item matrix to generate predictions directly. This 

approach is based on neighbourhood methods to compute similarities among users and 

items and generate recommendations. Memory-based CF can be further divided into user-

based (or user-user) and item-based (or item-item) [35], [72]–[74], [78]–[82]. 

Let X, in Figure 4.1, be a user-item interaction matrix: 
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Figure 4.1: X user-item interaction matrix composed of m-users and n-items with ratings 

ranging from 1 to 5, "?" unknown or missing rating 

• User-based: find a set of most similar users to the active user 1, U1: similar users 

will rate the same items similarly. Then, use the ratings from a set of similar users 

to predict ratings that a target U1 would give to unrated items 1 and 2(I1 and I2). 

Finally, recommend the top-N items with the highest predicted rating to the U1. 

• Item-based: To predict ratings that the active user, U1, would give to unrated items 

4 and 5(I4 and I5), first find a set of most similar items to I4 and I5 based on items 

that U1 has rated: similar items are rated similarly by the active user U1 and 

similar users. Then, predict ratings that the U1 would give to target items I4 and 

I5 based on the ratings that U1 gave to similar items. Finally, recommend a list of 

top-N most relevant items to U1: the higher the predicted rating, the most relevant 

the item is. 

The main difference between item-based and user-based is in user-based 

recommendations are made based on other users' ratings. In contrast, item-based 

recommendations are based on ratings from the same user [78]–[80]. In matrix X in 

Figure 4.1, user-based, the similarity is measured between the rows, while item-based 

similarity is measured between the columns. In this chapter, we employ the user-based 

CF approach; thus, the following steps will be explained mainly based on the user-based 

approach.  

There are two main steps to building a memory-based CF recommendation system: 1) 

measure similarity and 2) predictions and recommendations: 
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• Step 1: Measuring similarity  

The first and key step to building a memory-based recommendation system is to find 

similarities between users and items. Different methods can be applied to compute 

similarities; here, we show Pearson Correlation and Cosine similarity [78]–[80], [83]: 

Pearson correlation or correlation coefficient measures the strength of the linear 

relationship between two variables. The Pearson coefficient (in a user-item matrix) is 

calculated between a target user and all other users. The similarity measure by Pearson 

correlation is shown in Equation (4.1):  

𝑠𝑖𝑚(𝑎, 𝑏) = 𝑟𝑎,𝑏 =
∑ (𝑟𝑎𝑖−𝑟𝑎̅̅ ̅)(𝑟𝑏−𝑟𝑏̅̅̅̅ )𝑖

√∑(𝑟𝑎𝑖−𝑟𝑎̅̅ ̅)2√∑(𝑟𝑏𝑖−𝑟𝑏̅̅̅̅ )2
  

(4.1) 

Cosine similarity measures similarities between two vectors, defined as the cosine of 

the angle between the two vectors. Equation (4.2) shows the computation of cosine 

similarity to measure the similarity between two users, a and b: 

𝑠𝑖𝑚(𝑎, 𝑏) = cos(𝜃) =
𝑟𝑎.𝑟𝑏

‖𝑟𝑎‖‖𝑟𝑏‖
= ∑

𝑟𝑎𝑖.𝑟𝑏𝑖

√∑ 𝑟𝑎𝑖
2

𝑖 √∑ 𝑟𝑏𝑖
2

𝑖
𝑖   (4.2) 

• Step 2: Predictions and Recommendations: 

Once we find a set of most similar users, using one of the methods in Equations (4.1) 

and (4.2), the next step is to use this set of most similar users to predict missing/unknown 

ratings for an active/target user. Different methods are used to predict the unknown 

ratings; here, we will show the weighted sum method which is applied in this study: 

Weighted sum method: 

This method predicts the ratings of unrated items for a target user by computing the 

weighted average of the ratings that the most similar users gave to those unrated items. 

Equation (4.3) shows the weighted sum method used to predict the ratings: 

𝑟𝑢𝑖 =
∑ 𝑠𝑖𝑚(𝑢,𝑖)∗𝑟𝑢𝑖𝑖∈𝑢𝑠𝑒𝑟𝑠

∑ |𝑠𝑖𝑚(𝑢,𝑖)|𝑖∈𝑢𝑠𝑒𝑟𝑠
  (4.3) 

Apart from predicting users' ratings of unrated items, recommendation systems are 

also tasked with recommending good items to users [84]. Commonly, recommendation 

systems recommend the top-N items [73], [74], [85]–[90] to users: items are those with 

the highest predicted ratings.  
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4.3 KNN-Cosine Similarity for Implementing Memory-based Collaborative 

Filtering Approach in Mining Methods Selection 

In this study, we use the k-nearest neighbours (KNN) with cosine similarity to 

measure the similarity among the projects in the dataset. KNN is one of the low-level 

supervised classification machine learning (ML) algorithms [91], [92]. Supervised ML 

learns from labelled datasets, while unsupervised ML learns from unlabelled data. 

Labelled datasets refer to datasets in which each sample/datapoint is tagged to a 

label/class; on the contrary, unlabelled data do not have a tag/label. In unsupervised 

learning, algorithms use unlabelled datasets to discover information or patterns. In the 

memory-based CF approach, the KNN is implemented as an unsupervised learner that is 

incorporated to search for nearest neighbours [93]–[96]. Therefore, KNN is applied as a 

pre-processing stage for computing similarities before ratings prediction and 

recommendations. The steps to generating top-N recommendations using KNN are as 

follows: 

• Step1: identify target/active user 

• Step 2: define the k-number of neighbours for predictions 

• Step 3: use KNN to find the k-nearest neighbours to the target user 

• Step 4: find items with missing ratings (or unrated items) for the target user 

• Step 5: predict the missing ratings for the target user  

• Step 6: recommend top-N items: items with the highest predicted ratings 

In order to incorporate user-based collaborative filtering (CF) techniques in 

underground mining methods selection (MMS), it is required to prepare an appropriate 

dataset. In the CF recommendation system, the dataset is usually filled with ratings given 

by the users to evaluate an item, as shown in Figure 4.1. On the other hand, the dataset 

used in this study is more suitable for classical ML [32] classification problems. This 

study's dataset contains datapoints denominated as projects described by their 

attributes/dependent variables (the five input variables) and class labels (the seven 

underground mining methods). Therefore, one of the steps in data pre-processing is to 

transform the input dataset to an appropriate format for CF problems to have a dataset 

similar to the user-item interaction matrix, with users represented in the rows and items 

in the column, as shown in Figure 4.1. Figure 4.2 shows the workflow of the proposed 

methodology for practical experiments to evaluate the applicability of the memory-based 
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collaborative filtering (CF) approach for predicting and recommending top-N 

recommendations of underground mining methods.  

 
Figure 4.2: Workflow of the proposed methodology for practical experiments: the memory-

based collaborative filtering approach for predicting and recommending top-N mining methods 

Recommendation systems can be evaluated both online and offline [84], [97]–[100]. 

Offline evaluations are usually performed during the design phase to test and filter 

different algorithms. In this study, we perform an offline evaluation. To evaluate 

algorithms offline is necessary to simulate users' behaviour in online recommendation 

systems [84], [97]–[100]. Offline evaluation experiments are done using a user-item 

interaction matrix which contains users' preferences for the items (ratings or likes). The 

user behaviour can be simulated by first hiding some users' ratings in the user-item 

interaction matrix; then using the algorithms to predict the hidden ratings. Finally, the 

hidden ratings are used as ground truth data to evaluate the quality of recommendations 

given by the algorithm [84], [99], [101]. Selecting the ratings to be hidden highly depends 

on the practical situation in which the system will be employed.  

In the practical application of the proposed AI-MMRS, we assume that the target 

project will provide the system with all five input variables/attributes: ore strength, host-

rock strength, orebody thickness, shape, and dip. These input variables/attributes are used 

to search for a set of nearest projects in the dataset, i.e., for projects with similar attributes 

to the target project. After that, the set of nearest projects is used to generate the 



 

57 

 

recommendations of the top-N most appropriate mining methods for the target project. In 

the experiments, we simulate the practical application of the proposed methodology in 

the AI-MMRS as follows. For a target project, we mask/hide the known ratings of all 

seven mining methods in the dataset. Thus, creating a sparse dataset for the target project 

with seven missing ratings. Then, the proposed algorithm is used to predict the ratings of 

the mining methods for the target project. A list of top-N most relevant mining methods 

is provided based on the predicted ratings. The hidden/masked ratings are kept as ground 

truth data and used for evaluating the accuracy and quality of the top-N recommendations 

provided by the proposed algorithm. 

4.4 Practical Experiments on the Implementation of the Memory-based 

Collaborative Filtering Approach for Mining Methods Selection 

4.4.1 Dataset 

This chapter is based on one of the datasets created in chapter 3, section 3.3, the dataset 

described in Figure 3.5. As previously mentioned, the dataset is suitable for ML 

classification problems. Table 4.1 illustrates the short representation of the input dataset 

used in this chapter, where the first column indicates the mining projects id (denoted as 

PJ001, PJ002…, PJ0033); from the second to the fifth column are the input 

variables/independent variables and the last column the class labels/mining method. This 

dataset shows historical information on thirty-three mining projects regarding the selected 

or considered mining methods to recover the orebody deposits. The orebody deposits in 

each project are described by their orebody characteristics: geotechnical properties (ore 

and host-rock strength) and orebody geometry (orebody thickness, shape, and dip). The 

mining methods tagged to each project were considered/selected based on the orebody 

characteristics. There are seven class labels/underground mining methods (block caving, 

cut and fill, longwall, room and pillar, shrinkage, sublevel caving and sublevel stoping). 
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Table 4.1: Short representation of the raw input dataset for experiments 

Project 
Ore 

strength 

Host-rock 

strength 
Thickness Shape Dip 

Mining 

method 

PJ001 Strong Moderate-strong Intermediate-thick Tabular Steep 
Sublevel 

stoping 

PJ002 Moderate Moderate-strong Very narrow-narrow Tabular Intermediate Longwall 

PJ003 Moderate Strong Narrow Tabular Steep Cut and fill 

PJ004 Strong Moderate-strong Thick Irregular Intermediate Cut and fill 

PJ005 Weak Moderate Very narrow Irregular Steep Cut and fill 

PJ006 Moderate Weak-moderate Very narrow Tabular Flat 
Room and 

pillar 

… … … … … … … 

PJ033 Strong Strong Intermediate-thick Tabular Steep 
Sublevel 

caving 

 

4.4.2 Data pre-processing 

The study's dataset in Table 4.1 is unsuitable for a memory-based CF approach 

because the dataset is composed of categorical values. Usually, memory-based approach 

algorithms perform better on numeric data; thus, the first step consists of transforming 

the categorical values into numerical values. First, we transform the values of the five 

input variables using the label encoding strategy [102]. In this study, categories of the 

five input variables are transformed based on their objective weights calculated using the 

Entropy method in chapter 2. The first step is assigning numerical values to each 

variable's categories (as shown in Table 4.2) using the weighing system applied in chapter 

2 (refer to Figure 2.2).   

Table 4.2: Label encoding to transform the qualitative values of the five input variables 

Input variables Categories Numerical values 

Ore strength 
Very weak, weak, moderate, 

strong, very strong  

1,3,5,7,9 

2,4,6,8: intermediate 

values 

Host-rock strength 
Very weak, weak, moderate, 

strong, very strong  

1,3,5,7,9 

2,4,6,8: intermediate 

values 

Thickness 

Very narrow, narrow, 

intermediate, thick, very 

thick 

1,3,5,7,9 

2,4,6,8: intermediate 

values 

Shape Irregular, tabular, massive 
1,3,5 

2, 4: intermediate values 

Dip Flat, intermediate, steep 
1,3,5 

2, 4: intermediate values 
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Thereafter, the numerical values of the five input variables are multiplied by their 

objective weights obtained from the Entropy method results. Table 4.3 shows the 

objective weights of the five input variables (or influencing factors) and the minimum 

and maximum values for each input variable. 

Table 4.3: Description of the independent variables transformation method showing the 

objective weights, minimum and maximum values 

Input variables Objective weights Minimum value Maximum value 

Ore strength 0.132  13.2 118.8 

Host-rock strength 0.115 11.5 103.5 

Thickness 0.104 10.4 93.6 

Shape 0.100 10.0 50 

Dip 0.072 7.2 36 

 

Once the five input variables are transformed, the next step involves transforming the 

class labels or the mining methods. There are seven class labels (mining methods) which 

are categorical values. Using the one-hot-encoding [102], [103] strategy, we transform 

the mining methods from class labels into items to be recommended (refer to Figure 1.1). 

One-hot-encoding quantifies the categorical data by producing a vector with a length 

equal to the number of categories of the variable, with binary values 0 and 1: 1 assigned 

if the datapoint belongs to the category and 0 otherwise.  

For the input dataset shown in Table 4.1, we create a vector for the mining method 

column with seven elements corresponding to the mining methods: block caving, cut and 

fill, longwall, room and pillar, shrinkage, sublevel caving and sublevel stoping. However, 

we do not use binary values as commonly used in classical one-hot encoding [102], [103]. 

Instead, we use a 9-point rating system (ranging from 1 to 9) for the seven mining methods. 

The rating system is created with the aid of the results from data validation using the 

UBC-MMS tool [4] in chapter 3. In chapter 3, we used the UBC-MMS tool to validate or 

verify the integrity of the data from the mining projects' technical reports. The UBC tool 

outputs ten mining methods ranked in descent order, where the most appropriate mining 

methods are those with the highest ranks. Therefore, with the aid UBC-MMS tool, the 

rantings for the mining methods are produced as described in Table 4.4. 
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Table 4.4: Approach for transforming the mining methods into items to be recommended 

showing the ratings assigned to the seven underground mining methods 

Ratings Description 

9 
Assigned if the mining method is the primary option for the mining project: in 

the technical reports 

5 
Assigned, if the mining methods are in the top-3 rank in the output from the 

UBC-MMS tool 

1  
Assigned if the mining method is not in the top 3 ranks from the UBC-MMS 

tool  

 

As a result, we have the dataset ready for memory-based CF problems, as shown in 

Table 4.5. This way, we have a dataset similar to the traditional user-item interaction 

matrix (refer to Figure 4.1) with users in the rows as mining projects and the mining 

methods in columns as the items to be recommended. In the dataset in Table 4.5, OS, RS, 

TH, SH, and DP are abbreviations for ore strength, host-rock strength, thickness, shape, 

and dip, respectively. The abbreviations for the mining methods are SS (sublevel stoping), 

RP (room and pillar), SH (shrinkage), CF (cut and fill), LW (longwall), BC (block caving) 

and SC (sublevel caving). The employed 9-point rating system ensures the diversity of 

the proposed AI-MMRS. In the input dataset, each project has three relevant mining 

methods: one primary mining method with a rating of 9 and two secondary methods with 

a rating of 5. Therefore, the task of the proposed model is to predict the top-3 most 

relevant mining methods for each project: one primary and two secondary methods. This 

way, the proposed AI-MMRS can be used to recommend not just one mining method but 

a set of top-3 relevant mining methods for a target project. 

Table 4.5: Short representation of the transformed input dataset to be used in the practical 

experiments 

Project OS RS TH SH DP SS RP SH CF LW BC SC 

PJ001 92.4 69.9 62.4 30 36 9 1 1 5 1 1 5 

PJ002 66 69.9 20.8 30 21.6 5 1 1 5 9 1 1 

PJ003 66 80.5 31.2 30 36 5 1 5 9 1 1 1 

PJ004 92.4 69.9 72.8 10 21.6 1 1 1 9 1 5 5 

PJ005 39.6 57.5 10.4 10 36 5 1 5 9 1 1 1 

PJ006 66 46 10.4 30 7.2 1 9 1 5 5 1 1 

…
 … … … … … … … … … … … … 

PJ033 92.4 80.5 62.4 30 36 5 1 1 1 1 5 9 
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4.4.3 Creating sparse matrices 

The recommendation systems aim to predict ratings that users might give to unrated 

items [18], [19]. Therefore, datasets in recommendation systems are usually sparse, i.e., 

containing several missing or unknown ratings. The input dataset for practical 

experiments in Table 4.5 is a dense matrix, i.e., all values are filled or known; thus, there 

are no missing or unknown values. In these experiments, sparse datasets are created by 

masking/hiding the ratings of all seven mining methods for a given target project to 

simulate the practical application of the proposed methodology in the AI-MMRS. The 

hidden/masked ratings are kept as ground truth data that will be used for evaluating the 

accuracy and quality of recommendations. 

4.4.4 KNN-cosine similarity to compute similarities 

The KNN algorithm with cosine similarity measure is implemented as an 

unsupervised learner to search for the nearest neighbours of the target project: to find 

projects with similar attributes (input variables) to the target project. In the experiments, 

similarities are computed with different neighbourhood sizes ranging from 2 to 10, i.e., 

find 2, 3, 4, …10 projects similar to the target project. Then we evaluate the prediction 

accuracy in each k-number of neighbours (number of projects). We used the scikit learn 

library for computing the KNN [104]; the parameters of the algorithm are shown in Table 

4.6. 

Table 4.6: Parameters of the KNN algorithm in the proposed methodology 

Parameters Description 

k, number of projects 2, 3, 4, 5, 6, 7, 8, 9, 10 

Metric Cosine 

Optimisation algorithm Brute 

 

4.4.5 Predictions and recommendations 

The ratings of the mining methods are predicted using the weighted sum method 

shown in Equation (4.3). For each target project, we compute predictions for using a 

different number of projects (different neighbourhood sizes), as shown in Table 4.6.  

The task of the proposed approach in the AI-MMRS is not just to predict the ratings 

but to provide a list of top-N most relevant mining methods for a target project. The top-
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N recommendations are provided based on the predicted ratings for the seven mining 

methods. The priority of recommendations is given by the highest predicted rating, i.e., 

the higher the predicted rating of a mining method, the most relevant the method.  

4.4.6 Performance evaluation metrics 

There are different ways of evaluating recommendation systems depending on the 

goal or task of the system, whether it is to predict the ratings or to recommend 

good/relevant items [21], [84], [105]. Recommendation systems that recommend good 

items usually provide a list of top-N recommended items to users [73], [74], [86]–[90]; 

thereafter, users can decide if or which items are relevant to them. The evaluation metrics 

for recommendation systems tasked to recommend relevant items are very close to 

metrics used to evaluate ML classification algorithms and information retrieval systems 

[68]–[71], [98], [106]. The performance is evaluated by measuring the decision-making 

capacity of the recommendation systems: how useful/relevant the recommended items 

are to the users. In our experiments, we use classification metrics such as global accuracy 

rate, decision support metrics and ranking-based metrics to evaluate the quality of top-N 

recommendations.  

• Global accuracy rate (GAR): 

In these experiments, we use the GAR to evaluate how well the proposed approach 

predicts (or classifies) the primary mining methods (with a rating of 9 in the input dataset) 

as the top-1 (with the highest predicted rating) most relevant method for the projects. This 

metric is defined as the ratio of the number of correct predictions (or classification) 

divided by the total number of predictions (or classification) as depicted in Equation (4.5): 

𝐺𝐴𝑅(%) =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑠

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛
× 100   (4.5) 

• Decision support metrics: 

Decision support metrics are based on a confusion matrix to evaluate information 

retrieval systems. Here the exactly predicted rating is ignored, and the recommendation 

system problem is transformed into a binary classification problem where one is assigned 

if the item is recommended in the top-N list and 0 otherwise, as shown in Table 4.7 [42], 

[68], [84], [97]–[100], [105]–[107]. 
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Table 4.7: Confusion matrix used to evaluate the quality of the top-N recommended 

underground mining methods 

 Recommended top N Not recommended 

Relevant True Positive (TP) False Negative (FN) 

Not relevant False Positive (FP) True Negative (TN) 

 

From the confusion matrix in Table 4.7, decision support metrics, namely Precision 

(@N), Recall (@N) and F1-score, can be computed as shown in Equations (4.5) to (4.7): 

Precision (@N) can be defined as the ratio of the number of relevant items in the top-

N list and the number of items recommended to the user. Usually, for a fixed number of 

items in the top-N list, we have Precision as shown in Equation (4.5). 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(@𝑁) =
𝑇𝑃

𝑇𝑃+𝐹𝑃
   (4.5) 

Recall (@N) is the ratio of the number of relevant items in the top-N list to the number 

of all relevant items. Similar to precision, recall is usually computed for a fixed number 

of items in the top-N list, as shown in Equation (4.6). 

𝑅𝑒𝑐𝑎𝑙𝑙(@𝑁) =
𝑇𝑃

𝑇𝑃+𝐹𝑁
   (4.6) 

F1-score is used to combine or balance the precision and the recall into one metric. 

F1-score is the harmonic mean of precision(@N) and recall(@N), as shown in Equation 

(4.7). 

𝐹1𝑠𝑐𝑜𝑟𝑒 = 2 ×
𝑅𝑒𝑐𝑎𝑙𝑙×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
   (4.7) 

• Ranking-based metric: 

Decision support metrics evaluate the quality of the recommendations regardless of 

the ranking order. However, if the intention is to evaluate the quality of recommendations 

based on the rank order of the top-N recommended items, different metrics are used. This 

way, it is possible to measure the recommendation system's ability to recommend items 

in the correct order. Mean reciprocal rank is one of the rank-based metrics used to 

evaluate the quality of information retrieval systems; it will be used as one of the 

evaluation metrics in this chapter. 
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Mean Reciprocal Rank (MRR) is the average reciprocal rank over users. The 

reciprocal rank is used to calculate the reciprocal of the rank at which the first and 

prioritised relevant item was retrieved [108], [109]: 

𝑀𝑅𝑅 =
1

|𝑈|
∑

1

𝑘𝑢
𝑢𝜖𝑈    (4.8) 

Where U is the total number of users and, 𝑘𝑢  is the rank position of the first relevant 

item in the top-N list for a user u. 

In these experiments, we use the MRR to evaluate the quality of the top-N 

recommended mining methods prioritising the rank order of the primary mining methods. 

Here, we assume that only the primary mining method is the relevant recommendation in 

the top-N list; therefore, we care about the primary mining methods of each project. In 

other words, we intend to know if the primary mining method is included in the top-N list 

of recommended mining methods. Further, in which rank position the primary mining 

methods is placed in the top-N list. The reason for prioritising the primary mining 

methods is that the primary mining method is the one that defines the quality of the model. 

Suppose the primary method is not present in the top-N list or placed in the top-1 position. 

In that case, the quality of top-N recommendations provided by the model will be 

significantly reduced. 

4.5 Experimental Results of the Implementation of the Memory-Based 

Collaborative Filtering Approach in Mining Methods Selection 

This chapter investigates the applicability of the memory-based collaborative filtering 

(CF) approach for predicting and recommending underground mining methods for 

developing an AI-based mining methods recommendation system (AI-MMRS). This 

section presents the results of the practical experiments on implementing the memory-

based CF approach for predicting and recommending top-N underground mining methods. 

The dataset used in the experiments comprises thirty-three projects described by five 

input variables (ore strength, host-rock strength, orebody thickness, shape, and dip) and 

seven underground mining methods (block caving, cut and fill, longwall, room and pillar, 

shrinkage, sublevel caving and sublevel stoping). The memory-based approach is 

implemented using the KNN-cosine similarity with the weighted sum algorithm. The k-
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nearest neighbours (KNN) algorithm with cosine similarity measure is used to compute 

similarities among the projects and find a set of k-nearest projects. Then the set of nearest 

projects is used for predictions and recommendations using the weighted sum method. 

In the proposed approach, we create an input dataset suitable for collaborative filtering 

problems, where each project has ratings for the seven mining methods. A rating of 9 is 

given to the projects’ primary mining method (from the projects’ technical reports), a 

rating of 5 to the two projects’ secondary methods (found using the UBC-MMS tool), and 

a rating of 1 is assigned to the remaining four methods (which are not relevant to the 

project). Therefore, each project has three relevant mining methods (one primary and two 

secondaries). In the experiments, we use the approach for offline evaluation of 

recommendation systems [84], [97]–[100] by simulating the practical implementation of 

the proposed approach in the AI-MMRS as follows.  We mask/hide the known ratings of 

all seven mining methods for a given target project. Thus, creating a sparse dataset for 

the target project with seven missing ratings. After that, the proposed algorithm is used 

to predict the masked ratings of the seven mining methods. Then, we extract a list of the 

top-3 most relevant mining methods is provided based on the predicted ratings (the higher 

the predicted rating, the more relevant the method). The hidden/masked ratings are kept 

as ground truth data and used for evaluating the accuracy and quality of the top-3 

recommendations. 

To evaluate the quality of the recommendations, we first evaluate the proposed 

model's capability to place each project's primary mining method in the top-1 position or 

as the most relevant among all three recommended methods. For that, we use evaluation 

metrics such as the global accuracy rate and the mean reciprocal rank. Furthermore, we 

evaluate the capability of the proposed model to include all three relevant mining methods 

of each project (one primary and two secondary methods) in the top-3 list of 

recommendations using the F1-score.  

4.5.1 Prediction accuracy for the primary mining methods 

Given the input dataset with project input variables, the proposed model is tasked to 

provide a list of top-3 most relevant mining methods for a target project.  

To start, we use the global accuracy rate (GAR) to evaluate the model's capabilities to 

predict and recommend the primary mining method of each project as the top-1 most 
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relevant method. The reason for prioritising the primary mining methods is that the 

primary mining method is the one that defines the quality of the model. Suppose the 

primary method is not present in the top-N list or placed in the top-1 position. In that case, 

the quality of top-N recommendations provided by the model will be significantly 

reduced, implying that the proposed methodology is not effective enough. 

The global accuracy rate (GAR) is defined by the ratio of the number of times that the 

model correctly predicted (or classified) the primary mining method (as a top-1 method) 

and the total number of predictions (or classifications). Using the KNN-cosine similarity 

algorithm to find the nearest projects, it is required to set the parameter k, which is the 

number of projects used for predictions. In our experiments, we evaluate the model's 

accuracy for the number of projects (neighbourhood size) ranging from 2 to 10. Figure 

4.3 shows the model's performance results regarding the global accuracy rate (GAR) 

using different projects for predictions. The GAR ranges from 45.5% to 63.6%. The 

results show that the highest GAR of 63.6% is achieved when we use the two nearest 

projects for predictions and recommendations. The lowest accuracy is observed when 

using 45.5% seven nearest projects for predictions. These results suggest that the accuracy 

tends to decrease as the number of projects used for predictions (neighbourhood size) 

increases up to 7, then increases slightly from 9 to 10 nearest projects.  

 

Figure 4.3: Performance of the proposed model in predicting primary mining methods using 

Global accuracy rate (GAR) 

These results suggest that using the two nearest projects (the most similar projects to 

the target project), the model can correctly predict the primary mining method as the top-



 

67 

 

1 with an accuracy of 63.6%. In common machine learning (ML) algorithms, this 

accuracy is considered moderate, perhaps not optimum. However, in our study, this 

accuracy is realistic, given the dataset size, which is significantly small for common ML 

algorithms. Additionally, the dataset in this study is a class imbalance (i.e., with uneven 

distribution of projects in each mining method) which might hinder the model's 

performance. Despite the moderate accuracy, the results suggest that the proposed 

memory-based CF approach is effective for underground mining methods selection. 

The results depicted in Figure 4.3 focuses on the prediction of the primary mining 

method in the top-1 position of the recommendations. However, from these results, we 

cannot understand the model's capabilities always to include the primary mining methods 

in the top-3 list not just as the top-1 method but as the top-2 or top-3 method. This 

evaluation can be done using the mean reciprocal rank (MRR) to calculate the average 

rank accuracy of the primary mining method. The reciprocal rank (rank accuracy) 

calculates the reciprocal of the rank/position at which the primary mining method is 

placed in the top-3 list. For a target project, the rank accuracy can be 1, 0.5 and 0.33 when 

the primary mining method is placed in rank/positions 1, 2 and 3, respectively. If the 

primary mining method is not included in the top-3 list, the project's rank accuracy will 

be 0. The MRR is all projects' average reciprocal rank (rank accuracy). Figure 4.4 shows 

the results of the MRR (average rank accuracy) for the different number of projects used 

for predictions (neighbourhood size), which ranges from 67.2% to 77.8%. The results in 

Figure 4.4 follow the same trend as those shown in Figure 4.5 regarding the number of 

projects used for predictions. Similarly, the highest MRR of 77.8% is achieved with two 

nearest projects, the lowest of 67.2% for seven nearest projects, and a slight visible 

increase from 9 to 10 nearest projects.  

An MRR close to 1 means that the model is more accurate/precise in placing the 

primary mining method in the top-1/rank-1 position among the top-3 relevant 

recommendations. These results suggest that when we use just the two nearest projects 

(most similar projects to the target project) for predictions and recommendations, the 

model can provide a list of top-3 recommended mining methods where the primary 

mining method is accurately included (77.8% accuracy). Again, this highlights the 

effectiveness of the proposed approach to handling the complex underground mining 

methods selection process. 
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Figure 4.4: Performance of the proposed model in predicting the primary mining methods, 

showing the average rank accuracy or the mean reciprocal rank (MRR) 

4.5.2 Relevance of the top-3 recommended mining methods  

As stated previously, in the original input dataset, each project has top-3 most relevant 

mining methods, with one primary and two secondary methods. Therefore, the proposed 

model is tasked to predict and output a list of top-3 most relevant mining methods for 

each project. To evaluate the relevance of the top-3 recommendations, we use the F1-

score, which is a decision support metric commonly used to evaluate machine learning 

(ML) classification models and information retrieval systems [98]–[100], [105]. F1-score 

is used to combine and balance the precision and the recall rates. Using the F-1 score is 

possible to measure how accurate and precise the model is to include the three most 

relevant mining methods of each project in the top-3 list of recommendations. The F1-

score only cares if the model includes the three most relevant mining methods in the top-

3 list of recommendations regardless of the rank/position of the primary mining method. 

Thus, this evaluation metric ignores the rank order of the mining methods. Figure 4.5 

shows the results of the F1-score for the different number of projects (neighbourhood 

size), which ranges from 81.8% to 87.9%. The highest F1-score of 87.9% is achieved 

using the two nearest projects for predictions and recommendations. The lowest score is 

achieved when using the seven nearest projects for predictions, 81.8%. The trend of the 

F1-score results resembles the trend from the GAR and the MRR depicted in the previous 

section, in which the best performance of the model is achieved with the two nearest 

projects. These results suggest that the model provides the best results when using the 
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two nearest projects (most similar projects to the target project) for predictions and 

recommendations. Using the proposed model to recommend the top-3 most relevant 

mining methods, the model will effectively include all three relevant mining methods 

with good accuracy of 87.9%.  

 

Figure 4.5: Results evaluating the relevance of the top-3 predicted and recommended mining 

methods using the F1-score  

These results in sections 4.4.1 and 4.4.2 reveal that the proposed model can predict 

and recommend the primary mining methods with moderately good accuracy. On the 

other hand, the model performs even better when it comes to including each project's 

three most relevant mining methods in the top-3 list of recommendations. Thus, the results 

suggest that the memory-based collaborative filtering approach can be applied in 

selecting mining methods, revealing the approach's effectiveness in developing the 

proposed AI-mining methods recommendation system (AI-MMRS).  

With continuous data collection to improve the quality and size of the dataset and 

optimisation of the model, it will be possible to build a robust AI-MMRS. The AI-MMRS 

can be practically implemented to aid in the decision-making task to provide 

recommendations of the top-3 underground mining methods (by learning from previous 

projects' mine planning procedures) that can be submitted for further evaluation 

(economic, environmental, political, and social). 
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4.6 Discussion of the Memory-based Collaborative Filtering Approach in Mining 

Methods Selection 

4.6.1 Effect of number of projects used for predictions 

In these experiments, we investigate the applicability of the memory-based 

collaborative filtering (CF) approach for predicting and recommending underground 

mining methods for the development of an AI-based mining methods recommendation 

system (AI-MMRS). The k-nearest neighbours (KNN) [93]–[96] algorithm with cosine 

similarity measure is chosen as the key algorithm to search for the k-nearest projects 

(most similar projects) used for predictions and recommendations. When using the KNN 

algorithm to compute similarities selecting the most optimum number of neighbours 

(number of projects) is an essential step. The number of neighbours used for predictions 

significantly affects the quality of predictions and recommendations [72], [94], [96], 

[110]. In our experiments, we evaluate the model's sensitivity by using a different number 

of projects (number of neighbours or neighbourhood size) for predictions and 

recommendations. Then we evaluate the quality of the results for the number of projects 

(neighbourhood size) using the global accuracy rate (GAR), mean reciprocal rank (MRR) 

and the F-1 score.   Figure 4.6 shows the results of the model's performance using a 

different number of projects for predictions, combining the GAR, MRR and the F1-score. 

The results highlight the impact of the number of projects (neighbourhood size) on the 

quality of predictions and recommendations. All evaluation metrics used in the 

experiments have similar trends regarding the effect of the number of projects used for 

predictions. The best performance of the model is observed when we use two projects for 

predictions (and recommendations) with a tendency to decrease as the neighbourhood 

size increase until the lowest accuracy at the seven nearest projects. However, from 9 to 

10 number of projects, the model's performance shows some improvement.  



 

71 

 

 

Figure 4.6: Effect of the number of projects used for predictions in the KNN algorithm showing 

GAR, MRR, F-1 score  

According to the results, using two to three nearest projects for predictions and 

recommendations is the optimum choice, with the best performance at the two nearest 

projects. The best performance in smaller neighbourhood sizes may be related to the 

intrinsic characteristics of the dataset used for experiments. Some studies [110]–[112] 

have discussed the neighbourhood size's dependence on the datasets' intrinsic 

characteristics. The dataset for the experiments comprises thirty-three projects 

(datapoints), described by attributes such as ore strength, host-rock strength, orebody 

thickness, shape, and dip, and seven underground mining methods. First of all, the size of 

the dataset used in the experiments is considered small for common machine learning 

(ML) applications; usually, ML algorithms perform better on large datasets. 

Furthermore, the dataset is class imbalanced [113]–[115], with an uneven distribution 

of projects (datapoints) in each mining method, as shown in Figure 4.7. The hypothesis 

on the KNN algorithm in this study's dataset is that projects included in the same mining 

method have similar attributes or similar orebody characteristics. Since some mining 

methods have only one project (datapoint), using more projects for predictions would 

probably add bias or noise. For this reason, the proposed model performs best using a 

smaller number of projects (neighbourhood size) for predictions. 
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Figure 4.7: Description of the dataset used for experiments: distribution of projects (datapoints) 

in each underground mining method  

We limited these experiments to 10 nearest projects because of the size and the 

characteristics of the dataset used for experiments. However, further implementation of 

the proposed algorithm on larger datasets is required to select the most optimum 

neighbourhood size by following the same steps designed in this study. 

4.7 Relevance of the Proposed Memory-based Collaborative Filtering Approach 

for Mining Methods Selection 

This study introduces the application of the recommendation system concept, 

specifically collaborative filtering (CF), in mining methods selection (MMS) for 

developing an AI-based mining methods recommendation system (AI-MMRS). As such, 

in this chapter, we investigated the applicability of the memory-based CF approach to 

predicting and recommending top-N underground mining methods. As previously 

demonstrated, the memory-based CF approach performs well in predicting and 

recommending top-3 relevant mining methods, thus, proving effective in MMS. 

Therefore, revealing the effectiveness of the approach to developing the proposed AI-

MMRS. Despite the limitations on getting a fair amount of data for training the machine 

learning (ML) models, these results demonstrated that the proposed approach performs 

quite well in generating recommendations of top-3 most relevant underground mining 

methods. With continued data collection and training, we will be able to improve the 

quality of the proposed system, thus building a robust system. The achievements of the 

proposed memory-based approach are as follows: 
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• The proposed approach recommends mining methods based on the similarity 

between different projects in terms of orebody characteristics (ore strength, host-

rock strength, orebody thickness, shape, and dip) based on practical procedures of 

previous mining projects (in the study’s database), including all seven currently 

applied underground mining methods (sublevel stoping, cut and fill, shrinkage, 

room and pillar, longwall, block caving and sublevel caving).  

• The model can recommend not just one but the top-3 most relevant mining 

methods with good accuracy by providing only five factors as input variables 

(which are easily accessible). Therefore, the AI-MMRS can be practically 

implemented in cases with limited access to detailed information about the 

orebody characteristics. Especially during the early stages of mine project 

development for projects requiring recommendations of a set of mining methods 

that will be submitted for further economic, technological, environmental, and 

political analysis during the mine planning process.  

• Since the system is developed based on data from mining projects dating from the 

2000s, the system aids the benefit of providing up-to-date solutions following the 

change in factors-mining methods classification and technological advancement.  

Perhaps the only limitation of the model is the dependency on the UBC-MMS tool [4] 

to find the two secondary mining methods in the input dataset.   

4.8 Summary of the Proposed Memory-based Collaborative Filtering Approach 

for Mining Methods Selection 

In this chapter, we investigated the applicability of memory-based collaborative 

filtering (CF) to predicting and recommending top-3 underground mining methods for 

developing an AI-based mining methods recommendation system (AI-MMRS). The 

dataset used for experiments is composed of thirty-three projects which are described by 

five input variables (ore strength, host-rock strength, orebody thickness, shape, and dip) 

and seven underground mining methods (block caving, cut and fill, longwall, room and 

pillar, shrinkage, sublevel caving and sublevel stoping). With the aid of the UBC-MMS 

tool to find the two secondary mining methods for each project, we designed a diversified 

system to output the top-3 most relevant mining methods for a target project. The 

proposed memory-based approach uses the k-nearest neighbours (KNN) with the cosine 
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similarity algorithm to measure the similarity among the projects and the weighted sum 

method for predictions and recommendations. As such, we evaluate the capability of the 

proposed model to accurately predict and recommend the top-3 most relevant mining 

methods: one primary and two secondary methods for each project. The results show that 

the model can predict the projects' primary mining methods with an accuracy of 63.8%. 

Furthermore, the model performs even better in predicting and recommending the top-3 

relevant mining methods, with an accuracy of 87.9%.  

Despite the limitations on getting a fair amount of data for training the machine 

learning (ML) models, these results reveal the effectiveness of the memory-based 

approach for underground mining methods selection, thus, applicable in developing the 

AI-MMRS. The model can effectively predict and recommend the top-3 most relevant 

mining methods based on only five input variables. However, continuous data collection 

and model training is required to improve the quality of the recommendations, thus, 

building a robust system. The proposed AI-MMRS can be practically implemented in 

cases with limited access to detailed information about the orebody characteristics, 

especially during the early stages of mining project development, to recommend a set of 

mining methods that will be submitted for further evaluations (economic, technological, 

environmental, and political). 
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5 Applying Nonnegative Matrix Factorization for Predicting Mining Methods 

and Possible Missing Values in the Input Dataset 

This Chapter assesses the capability of the nonnegative matrix factorization (NMF) 

algorithm to address the “data sparsity problem” by predicting mining methods and other 

variables critical for mining methods selection (MMS). As mentioned in Chapter 3, one 

of the limitations of this study on developing an AI-based mining methods 

recommendation system (AI-MMRS) is the “data sparsity problem” caused by the lack 

of information about the required input variables from the mining project database. As 

most ML algorithms are not very effective on very sparse datasets, the “data sparsity 

problem” forced the reduction of the size of the input datasets, resulting in small input 

datasets. The NMF algorithm is proposed as a pre-processing algorithm to address the 

“data sparsity problem” by predicting possible missing information from the input 

datasets, which can then enable data augmentation (increase the size of the input datasets). 

By evaluating the applicability of the NMF algorithm to predicting mining methods, we 

simultaneously evaluate the capabilities of the same algorithm to predict possible missing 

values from the sparse dataset, thereby addressing the “data sparsity problem”. The 

dataset used in this chapter is described in Chapter 3, which comprises thirty projects’ 

historical data.  

5.1 Why Propose Nonnegative Matrix Factorization Algorithm 

Collaborative filtering (CF) is a recommendation system that collaboratively predicts 

users' future preferences based on other users' preferences. CF is based on the concept 

that users who purchased/liked similar items in the past might likely be interested in 

purchasing similar items in the future; therefore, an item that was purchased/liked by a 

user (or group of users) in the past might be recommended to a similar user (or users) in 

the future. CF can be implemented in memory-based and model-based approaches[19]. 

Memory-based, also known as a neighbourhood-based approach [76], [78]–[80], is 

simple, straightforward, and easy to understand or interpret. In this approach, there is no 

need for training a model: for every recommendation to be generated, the algorithms 

utilize the entire user-item matrix to generate predictions directly.  In the model-based 

approach, [75]–[77] machine learning (ML) algorithms are used to train models that 
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automatically learn user-item interaction patterns to then predict users' ratings of unrated 

items and/or generate recommendations. In chapter 4, we evaluated the applicability of 

memory-based CF for underground mining methods selection (MMS). Results from 

chapter 4 demonstrated the effectiveness of the proposed memory-based approach for 

predicting and recommending top-3 relevant underground mining methods, thus, 

applicable for developing the proposed AI-MMRS. However, the memory-based CF 

approach is not very effective on very sparse datasets because it depends on the ratings 

of other users to provide recommendations. As already highlighted in previous chapters, 

the central concept of this entire study is to explore available mining projects database to 

extract useful information for developing the AI-MMRS. This way, it is possible to 

develop a system that will recommend the most appropriate mining methods by learning 

from previous mining projects' procedures. To recall that one of the limitations of this 

study is the lack of information about the required input variables from the mining project 

database. The lack of the required information caused the data sparsity problem, and most 

ML algorithms, including the memory-based CF approach proposed in chapter 4, are 

ineffective on sparse datasets. For this reason, the entire study is based on small and 

biased datasets (i.e., class imbalanced datasets), which negatively affect the quality and 

models' performance.  

This chapter proposes the nonnegative matrix factorization (NMF) algorithm as a pre-

processing algorithm to solve the data sparsity problem. As such, we assess the NMF 

algorithm's capability to predict missing values from the sparse dataset to enable data 

augmentation, thus improving the datasets' quality (increasing the input datasets' size). 

The main focus of this chapter is to evaluate the applicability of the NMF in predicting 

underground mining methods. Then propose the same strategy to predict possible missing 

values about other required input variables in the dataset.  

5.2 Nonnegative Matrix Factorization for Predicting Missing Data in 

Recommendation Systems 

Nonnegative matrix factorization (NMF) is a type of matrix factorization (MF) 

algorithm [116], [117] in CF recommendation systems [35], [70], [71], [118] that is based 

on the nonnegativity constraint. NMF was popularized by Lee and Seung [119], [120], 

who applied the NMF to learn parts of faces and semantic features. Since then, it has been 
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applied for different purposes: recommendation systems [22], [121], astronomy [122], 

and audio signal processing [123]–[125], among others. In recommendation systems, MF 

(and NMF) are usually applied to predict missing (or unobserved) ratings from a sparse 

user-rating matrix in order to recommend the most relevant items (usually, items with the 

highest ratings are recommended to the users). 

Recommendation systems are aimed at helping users deal with information overload 

by making personalized suggestions or suggesting the most relevant/popular items. In 

order to make personalized suggestions, recommendation systems [21], [43] collect 

different types of data about the users and the items. CF [20], [70], [71] recommendation 

systems make personalized suggestions mainly based on the user-item interaction matrix 

that contains ratings that different users give to evaluate items. A sparse user-item matrix 

originated when there are missing ratings in the matrix: some users do not rate items or 

even because users have not checked the item. Usually, the task of matrix factorization 

algorithms is to predict the missing ratings from the sparse user-item matrix. Let X be the 

user-item interaction matrix with missing ratings, and the task is to generate 

recommendations for user 3 (U3), who has watched movies 1 and 3. First, the NMF 

algorithm is trained to predict the missing ratings in X. In NMF, X is the input used to 

generate an output matrix X' with all missing ratings predicted. Based on the 

predicted/output matrix X', movie 2 (or I2) would be recommended to U3 as it has the 

highest predicted rating of 5.1 compared to I4, which has a predicted rating of 1.1.  

 
Figure 5.1: NMF algorithm for predicting missing values from a sparse matrix 

As shown in Figure 5.1, the problem of NMF [121], [126], [127] works by 

decomposing a nonnegative sparse matrix 𝐗 ∈ ℝ+
m×n  into two smaller matrices 𝐀 ∈

ℝ+
m×k  and 𝐘 ∈ ℝ+

k×n , such that 𝐗 ≈ 𝐀𝐘  by minimising a cost function through 

optimization algorithms. Matrices A and Y are called "basis" and "coefficient", and k is 

the rank of matrices A and Y. The k-rank is usually chosen to be smaller or equal to the 

number of rows and columns in the original matrix X so that the originated matrix 𝐀𝐘 is 
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not bigger than the original matrix X: 𝐤 ≤ 𝐦𝐢𝐧 (𝐦, 𝐧) . In the NMF approach to 

decompose the original matrix X, the first A and Y matrices are usually randomly 

assigned. Then in every iteration, the values of A and Y matrices are updated so that 𝐗 ≈

𝐀𝐘. The most optimum matrices, A and Y, are found by minimizing the error or cost 

function between the original matrix X and the approximated/output matrix 𝐀𝐘 through 

optimization algorithms.  The most common cost functions are the Euclidean distance (or 

Frobenius norm) and the Kullback-Leibler Divergence [119], [128], [129]. Alternating 

least squares and gradient descent [126], [127] are the most commonly applied algorithms 

to optimize the cost functions and multiplicative updating rules.  

In this study, we implement one of the latest variants of matrix factorization, the 

weighted nonnegative matrix factorization (WNMF). WNMF [22], [130]–[133]  is a 

variant of NMF known for its powerful ability to deal with a sparse dataset (i.e., a dataset 

with known and unknown/missing values) and effectively predict unknown values. The 

problem of WNMF works similarly to the NMF by decomposing a nonnegative matrix 

𝐗 ∈ ℝ+
m×n  into two smaller matrices 𝐀 ∈ ℝ+

m×k  and 𝐘 ∈ ℝ+
k×n , such that 𝐗 ≈ 𝐀𝐘  by 

minimising a cost function through optimization algorithms. In WNMF, a binary matrix 

W was introduced as the weight of matrix X [133]. Where one is assigned if the value Xij 

is observed/known; otherwise, 0 is assigned. The Euclidean distance and the Kullback-

Leibler Divergence [133] are the most common cost functions optimized through 

multiplicative updating rules algorithms. 

Equation (5.1) shows the Weighted Euclidean Distance cost function under 

multiplicative updating rules in Equations (5.2) and (5.3). 

1

2
‖𝑋 − 𝐴𝑌‖𝑊

2 ∶=
1

2
∑ [𝑊 ∘ (𝑋 − 𝐴𝑌) ∘ (𝑋 − 𝐴𝑌)]𝑖𝑗𝑖𝑗     

(5.1) 

𝐴 ← 𝐴 ∘ (
[(𝑊 ∘ 𝑋)𝑌𝑇]

[(𝑊 ∘ (𝐴𝑌))𝑌𝑇]
⁄ )     

(5.2) 

𝑌 ← 𝑌 ∘ (
[𝐴𝑇(𝑊 ∘ 𝑋)]

[𝐴𝑇(𝑊 ∘ (𝐴𝑌)]
⁄ )     

(5.3) 

 

The Weighted Kullback-Leibler Divergence function is shown in Equation (5.4), 

under multiplicative updating rules in Equations (5.5) and (5.6): 
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𝐷𝑊(𝑋
𝐴𝑌⁄ ) ∶= ∑ [W ∘ (X ∘ log∘

[𝑋]
[𝐴𝑌]⁄ − X + AY)]ijij     

(5.4) 

𝐴𝐴 ← (
[𝐴]

[𝑌𝑇𝑊]⁄ ) ∘ (𝑌𝑇 [
[(𝑊 ∘ 𝑋)]

[𝐴𝑌]⁄ ])     
(5.5) 

𝑌 ← (
[𝑌]

[𝑊𝐴𝑇]⁄ ) ∘ ([
[(𝑊 ∘ 𝑋)]

[𝐴𝑌]⁄ ] 𝐴𝑇) 
(5.6) 

Where B ∘ C denotes Hadamard multiplication (or element-wise multiplication) of 

matrices B and C. B C⁄  is the Hadamard division of the matrices B and C. log∘ B is the 

element-wise logarithm of B. 

5.3 Applying WNMF Algorithm for Predicting Mining Methods 

The input dataset used in this chapter is described in chapter 3, Figure 3.2. The dataset 

is similar to the one used to implement the memory-based CF approach in Chapter 4. The 

only difference is in the number of projects/samples and the underground mining methods. 

The dataset used in this chapter comprises thirty projects/samples and five underground 

mining methods such as block caving, cut and fill, room and pillar, shrinkage, and 

sublevel stoping. The input variables/attributes are the same for all datasets: ore strength, 

host-rock strength, orebody thickness, shape, and dip. In this chapter, we use a similar 

approach used in Chapter 3. In order to incorporate the WNMF into predicting 

underground mining methods, we use a similar approach as the one used in the previous 

chapter 4. In chapter 4, we performed experiments to evaluate the applicability of the 

memory-based approach in underground MMS based on the approach used for offline 

evaluations of recommendation systems [84], [97]–[100].  

As the first task of the WNMF algorithm is to predict the mining methods: in the 

practical application of the AI-MMRS, we assume that the target project will have 

information about the attributes (i.e., ore strength, host-rock strength, orebody thickness, 

shape, and dip). Thus, only one value will be missing/unknown for the target project: the 

mining method. In the experiments, we simulate the practical application of the proposed 

methodology in the AI-MMRS by masking/hiding the known value of the mining method 

for a given target project. Thus, creating a sparse dataset for the target project with one 
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unknown/missing value.  After that, the sparse dataset is used as input to train the WNMF 

model for predicting the missing/masked value. The hidden/masked mining methods 

values are kept as ground truth data and used to evaluate the WNMF model's prediction 

accuracy. The accuracy is used to measure how well WNMF predicts the missing values 

(the masked/hidden mining methods values) by comparing the predicted values with the 

original masked values. Figure 5.2 shows the workflow of the proposed methodology for 

practical experiments to evaluate the applicability of the WNMF algorithm in MMS. 

The WNMF algorithm is proposed as a pre-processing approach in the AI-MMRS for 

predicting possible missing values from the input dataset. However, it can also predict 

and recommend underground mining methods. In Figure 5.2, ore strength, rock strength, 

thickness, shape, dip, and mining method are abbreviated as OS, RS, TH, SH, DP, and 

MM, respectively. In step 3, the highlighted squares (in red/black) in the matrices 

represent the masked/hidden values in the MM column. In step 5, the highlighted value 

(in bold red/black) is the MM value predicted by the WNMF model. In step 6, the 

highlighted value (in bold red/black) in the output matrix and original dataset represents 

the predicted (and denormalized) and original MM values, respectively. 

The workflow details depicted in Figure 5.2 are explained in detail in section 5.3 on 

practical experiments.  
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Figure 5.2: Workflow of the proposed methodology for practical experiments: WNMF algorithm 

for predicting mining methods and possible missing values of the input variables 

5.4 Practical Experiments on the Implementation of the WNMF Algorithm for 

Predicting Mining Methods 

5.4.1 Dataset 

This chapter is based on one of the datasets created in chapter 3, described in Figure 

3.2. The dataset for this chapter contains historical data of thirty mining projects/samples 

(or case studies) and five mining methods/classes: block caving, cut and fill, room and 

pillar, shrinkage, and sublevel stoping. Similar to the dataset used in chapter 4, there are 

five input variables: ore strength, host-rock strength, orebody thickness, shape, and dip. 

Table 5.1 illustrates the short representation of the input dataset used for experiments, 

where the first column contains the mining projects id (denoted as PJ001, PJ002…, 

PJ0030). From the second to the fifth column are the five input variables/factors, and in 

the last column are the mining methods selected/considered in each project. This dataset 

shows historical information on thirty mining projects regarding the selected or 

considered mining methods to recover the orebody deposits. The orebody deposits in each 

project are described by their orebody characteristics: geotechnical properties (ore and 

host-rock strength) and orebody geometry (orebody thickness, shape, and dip). 
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Table 5.1: Short representation of the raw input dataset used for experiments 

Project 
Ore 

strength 

Host-rock 

strength 
Thickness Shape Dip 

Mining 

method 

PJ001 Strong Strong Narrow Tabular Intermediate 
Room 

and pillar 

PJ002 Moderate Strong Narrow Tabular Steep 
Sublevel 

stoping 

PJ003 Moderate Strong Narrow 
Irregular-

tabular 
Steep Shrinkage 

PJ004 Strong Strong Intermediate Tabular Flat 
Cut and 

fill 

PJ005 Weak 
Weak-

moderate 
Narrow Tabular Flat 

Cut and 

fill 

PJ006 
Moderate-

strong 
Strong Narrow Tabular Steep 

Sublevel 

stoping 

… … … … … … … 

PJ030 Weak Moderate Narrow Tabular Steep Shrinkage 

 

5.4.2 Data Pre-processing 

Similar to the raw dataset used in chapter 4, the dataset in Table 5.1 is composed of 

qualitative or categorical values. The first step in pre-processing data consists of 

transforming the categorical values to numerical values because the WNMF is only 

effective in datasets with numerical/quantitative values. Similar to chapter 4, categorical 

values are transformed using the label encoding strategy [102]. The five input variables 

are also transformed based on their objective weights calculated using the Entropy 

method in chapter 2. In this chapter, the five mining methods/classes are encoded using 

five numerical values from 1 to 5. Table 5.4 shows the transformed numerical input 

dataset for experiments. 

Table 5.2: Transformed input dataset used for experiments 

Project 
Ore 

strength 

Host-rock 

strength 
Thickness Shape Dip 

Mining 

method 

PJ001 92.4 80.5 31.2 30 21.6 3 

PJ002 66 80.5 31.2 30 36 5 

PJ003 66 80.5 31.2 20 36 4 

PJ004 92.4 80.5 52 30 7.2 2 

PJ005 39.6 46 31.2 30 7.2 2 

PJ006 79.2 80.5 31.2 30 36 5 

… … … … … … … 

PJ030 39.6 57.5 31.2 30 36 4 
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Once the categorical values are transformed into numerical values, the next step 

involves normalizing the values. Normalization [134] of values is a pre-processing step 

consisting of rescaling values in the dataset in order to adjust values on different scales 

to a common scale. Here, normalization is performed on the overall dataset by applying 

the Min-Max normalization method [18], with new values ranging from 0 to 1.  

5.4.3 Creating sparse matrices 

Matrix factorization [116], [117], [121] algorithm was introduced in the 

recommendation to handle the sparsity problem by effectively predicting missing values 

from sparse matrices. In this chapter, we employ the weighted nonnegative matrix 

factorization (WNMF) for predicting missing values of mining methods. The input 

dataset for practical experiments in Table 5.1 is a dense matrix, i.e., all values are filled 

or known; thus, there are no missing or unknown values. In these experiments, to simulate 

the practical application of the proposed methodology in the AI-MMRS, sparse datasets 

are created by masking/hiding the value of the mining method for a given target project. 

The hidden/masked ratings are kept as ground truth data that will be used for evaluating 

the accuracy and quality of recommendations. Since there are thirty projects in the input 

dataset, masking/hiding one mining method value at a time results in thirty sparse datasets 

with one missing/unknown mining method for each project. The thirty sparse datasets are 

then used as inputs to the WNMF algorithm. In this case, the task of the WNMF model is 

to predict the missing masked mining methods values for each project. 

5.4.4 Predictions (classification) using the WNMF algorithm 

For the experiments, in order to decompose the input sparse matrix X, the WNMF 

algorithm is based on the random initialization of matrices A and Y [129], [135]. The 

Euclidean distance is used as a cost function under the multiplicative updating rules 

optimization algorithm. The k-rank parameter ranges from 1 to 6, following the rule 𝒌 ≤

𝐦𝐢 𝐧(𝒎, 𝒏). For a given target project, WNMF predicts the missing masked/hidden 

mining method value in the respective input sparse dataset (created in section 5.3.2).  We 

run the WNMF algorithm for each target project by changing the k-rank parameter from 

1 to 6. Therefore, for each target project, we will have six predicted outputs (i.e., outputs 

from rank-1, rank-2, rank-3, rank-4, rank-5 and rank-6). The random initialization method 

of the initial matrices A and Y results in unstable results, i.e., the model produces different 



 

84 

 

outputs at every experiment. To measure the variation caused by the random initialization, 

we run the WNMF algorithm twenty times for each sparse dataset. Table 5.5 shows the 

parameters of the WNMF algorithm used in the practical experiments. 

Table 5.3: Parameters of the WNMF algorithm for prediction of underground mining 

methods  

Parameters Description 

k-rank 1, 2, 3, 4, 5, 6 

Cost function Euclidean distance 

Optimization algorithm Multiplicative updating rules 

 

After the predictions, a post-processing step is performed to denormalize the overall 

values in the output matrices from the WNMF to scale the normalized values to their 

initial/original scales. 

5.4.5 Performance evaluation metrics 

Usually, matrix factorization algorithms are evaluated using metrics used to evaluate 

ratings-based recommendation systems to optimize the predicted rating to be closer to the 

masked/hidden ratings. The evaluation metrics used for rating prediction are also similar 

to those used in machine learning (ML) regression models, such as the Root Mean Square 

Error (RMSE), Mean Square Error (MSE) and Mean Absolute Error (MAE) [42], [84], 

[97], [99].  In these experiments, the intention is not to minimize the error of the predicted 

rating. The task of the WNMF model is to predict labels or classes corresponding to 

mining methods. For this reason, we employ classification accuracy metrics to evaluate 

the performance of the WNMF model. The global accuracy rate (GAR) is the main 

evaluation metric. The GAR was also used as one of the metrics in Chapter 4. Here, the 

GAR is the number of correctly predicted classes divided by the total number of 

predictions (or classifications), as shown in Equation (5.7). 

𝐺𝐴𝑅(%) =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑠

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑠
× 100      

(5.7) 
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5.5 Experimental Results of the Implementation of the WNMF Algorithm to 

Predict Mining Methods 

This chapter aims to assess the capability of the nonnegative matrix factorization 

(NMF) algorithm to address one of the limitations of the study: the data sparsity problem. 

As such, we evaluate the capability of the NMF to predict missing values of mining 

methods and other possible missing values in the dataset. This section presents the results 

of the practical experiments on implementing the weighted nonnegative matrix 

factorization (WNMF) algorithm to predict missing values of mining methods. The input 

dataset used in the experiments comprises thirty projects described by five input variables 

(ore strength, host-rock strength, orebody thickness, shape, and dip) and five underground 

mining methods (block caving, cut and fill, room and pillar, shrinkage, and sublevel 

stoping). 

In the experiments, we simulate the practical application of the NMF algorithm in the 

AI-MMRS by masking/hiding the known value of the mining method for a given target 

project. Thus, creating a sparse dataset for the target project with one unknown/missing 

value.  After that, the sparse dataset is used as input to train the WNMF model for 

predicting the missing value. The hidden/masked mining methods values are kept as 

ground truth data and used to evaluate the WNMF model's prediction accuracy. The 

global accuracy rate (GAR) measures how well WNMF predicts mining methods' 

masked/hidden values.  

5.5.1 General prediction accuracy of the missing values of mining methods 

Given the input dataset of thirty projects with five variables, the WNMF model is 

tasked to predict each project's missing mining method value. As a result of the six k-

ranks parameters, the WNMF model generates six output predicted values of mining 

methods for each target project. For each project, the global accuracy rate (GAR) is 

evaluated from the output of k-rank 1 to k-rank 6. Generally, for one round of experiments, 

we start by computing the accuracy rate by counting the number of correct predictions 

for each target project regardless of the k-rank. Then, we compute the GAR by counting 

the number of correct predictions divided by 30, which corresponds to the total 

predictions (there are 30 projects in the dataset). The random initialization method of the 

initial matrices A and Y results in unstable results, i.e., the model produces different 
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outputs at every experiment. To measure the variation caused by the random initialization, 

we run the WNMF algorithm twenty times for each sparse dataset. Figure 5.3 shows the 

results of the GAR of the twenty rounds of experiments, with GAR ranging from 60.0% 

to 76.7%, an average GAR of 67.5% and a standard deviation of 0.05%. The standard 

deviation value shows a relatively low variation of the accuracy from the mean accuracy 

among the twenty rounds of experiments.  

 

Figure 5.3: Prediction accuracy of the WNMF algorithm showing Global accuracy rate (GAR) 

Despite the variation of the GAR of the WNMF model, the average accuracy of 67.5% 

is considered reasonable, though not optimum. In a dataset with missing values, the 

WNMF model can effectively predict the missing value with moderate accuracy. 

5.5.2 Prediction accuracy of the projects’ mining methods  

We evaluate each mining project's global accuracy rate (GAR) for the twenty rounds 

of experiments to understand the WNMF model's capabilities to predict each project's 

mining methods. The results are shown in Table 5.6: the first column represents the 

mining projects (denoted as PJ001, PJ002, PJ003). As we can observe, the model 

correctly predicted most of the project's mining methods with high accuracy. However, 

there are twelve mining projects with low accuracy (accuracy lower than 55%), 

highlighted in Table 5.6 (bold and underlined). The results suggest that the WNMF model 

predicted most of the mining methods well but failed to correctly predict the twelve 

projects' mining methods. Consequently, the low accuracy in the twelve projects 

negatively affects the model's overall performance.   
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Table 5.4: The accuracy rate of each mining project for the twenty rounds of experiments 

Mining 

project 
GAR 

Mining 

project 
GAR 

PJ001 30% PJ016 0% 

PJ002 100% PJ017 55% 

PJ003 100% PJ018 100% 

PJ004 45% PJ019 100% 

PJ005 100% PJ020 25% 

PJ006 100% PJ021 50% 

PJ007 100% PJ022 25% 

PJ008 100% PJ023 100% 

PJ009 100% PJ024 100% 

PJ010 5% PJ025 35% 

PJ011 70% PJ026 100% 

PJ012 100% PJ027 100% 

PJ013 0% PJ028 100% 

PJ014 90% PJ029 0% 

PJ015 0% PJ030 100% 

 

These results suggest that the proposed NMF algorithm can be effectively 

implemented for predicting underground mining methods with further improvements. 

Therefore, it is required to understand the reasons behind the low performance of the 

model to predict some mining methods. 

5.5.3 Relationship between data distribution and prediction accuracy 

Table 5.6 clearly shows that the proposed model predicted most of the project's mining 

methods well. However, we observe that model failed to predict some projects' mining 

methods and some projects with close to 0%. To understand the reason behind the low 

performance of the model in the twelve projects, we investigate the relationship between 

the global accuracy rate (GAR) and intrinsic characteristics of the dataset. For that, we 

first try to understand the relationship between the GAR and the distribution of projects 

(datapoints) in each mining method. We calculate the average GAR of the projects 

labelled in each mining method. Figure 5.4 shows the relationship between the 

distribution of the data and the GAR in each mining method. The left vertical axis in 

Figure 5.4 depicts the data distribution of the mining projects (datapoints) in each mining 

method. As it is notorious, the input dataset is class imbalanced [113], [136], [137]. Class 

imbalance happens when the distribution of datapoints among the classes is uneven, with 

more samples in the majority class and fewer in the minority class. We can observe from 

Figure 5.4 that in a total of thirty projects, thirteen are classified in sublevel stoping, nine 
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in cut and fill, four in shrinkage stoping, three in room and pillar and one in block caving. 

In this case, the input dataset is multi-class imbalanced with sublevel stoping mining 

method as the majority class.  

The global accuracy rate (GAR) of the projects in each mining method in Figure 5.4 

is on the left vertical axis. We can observe that mining methods with a single (block 

caving: 0%) or a few projects (room and pillar: 20%) have the lowest GAR. Whilst mining 

methods with a higher number of projects have higher accuracy (shrinkage: 81.3%, cut 

and fill: 77.2%, and sublevel stoping: 73.1%). Furthermore, sublevel stoping is the 

majority class with the highest number of projects, yet the accuracy is lower than that of 

the shrinkage and cut-and-fill methods. These results suggest that the WNMF model 

performs better predicting (classifying) mining methods with more projects. However, 

the model might be sensitive to outliers, i.e., mining methods with a single (block caving) 

and highest (sublevel stoping) number of projects.  

 

Figure 5.4:  Relationship between the global accuracy rate (GAR) and the distribution of projects 

in each mining method 

These results generally suggest that the WNMF model is sensitive to imbalanced 

datasets. Studies done in imbalanced datasets support the findings from this chapter. Most 

studies [22], [113]–[115], [136]–[140] done on machine learning (ML) models with class 

imbalance dataset suggest that class imbalance dataset negatively affects the performance 

of most ML models. The findings from this study are a good indicator for analysing and 

improving the dataset's quality to improve the model's overall performance. Therefore, it 
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is important to keep collecting data from the mining project's database to create good-

quality datasets. 

5.6 Discussion on the WNMF Algorithm for Predicting Mining Methods 

5.6.1 K-rank and initialization of the WNMF algorithm 

In matrix factorization algorithms [116], [117], [119], [121], [126], [127], [141], [142], 

the k-rank is one of the required parameters, and the user must set it. Usually, the k-rank 

must be chosen to be smaller or equal to the number of rows and columns of the original 

input matrix, i.e., 𝒌 ≤ 𝐦𝐢 𝐧(𝒎, 𝒏). The k-rank can affect the quality and accuracy of the 

predictions. For our experiments, the k-rank parameter was set to be from 1 to 6, meaning 

that the WNMF model was run six times for each sparse dataset, changing the k-rank. To 

investigate the performance of the WNMF model in each k-rank, we describe the results 

of the first ten rounds of experiments. Table 5.7 shows the prediction accuracy in each k-

rank in terms of the average global accuracy rate (GAR).  

Table 5.5: Average global accuracy rate (GAR) in each k-rank 

 k=1 k=2 k=3 k=4 k=5 k=6 

Average 

GAR 
37% 40% 35% 27% 23% 24% 

 

In our experiments, the WNMF model produces different outcomes among k-rank, 

similar to what is observed in most studies using matrix factorization algorithms [133], 

[143], [144]. In most cases, including recommendation systems, the optimization of the 

model is based on the k-rank. The most optimum k-rank is the one that produces the 

prediction with the lowest error. Usually, the optimization of the NMF algorithm is done 

by choosing the most optimum k-rank; the higher the accuracy, the most optimum the k-

rank. As shown in Table 5.7, the average accuracy shows that rank-2 is the most optimum, 

with the highest average accuracy of 40%, followed by rank-1 and rank-3 with 37% and 

35%, respectively. The lowest performance is observed in rank-5 and rank-6, with 

average accuracies of 23% and 24%, respectively. In this case, rank-1 to rank-3 would be 

the most optimum for the dataset.  However, selecting rank-1 to rank-3 as the most 

optimum for the entire dataset might be a biased optimization method because the 

optimum k-ranks are different for each project, i.e., the k-rank with the best accuracy rate 
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varies in each project. For some projects, the best performance is observed in rank-4 to 

rank-6 rather than in rank-1 to rank-3. Therefore, in this study, the proposed evaluation 

approach is not solely based on the k-rank with the best accuracy.  Here we analyse the 

results based on the most frequently predicted classes from rank-1 to rank-6 in 10 rounds 

of experiments. For example, for a target project, we collect the output classes for rank-1 

to rank-6 in 10 rounds of experiments, resulting in 60 predictions. After that, from the 60 

predicted classes, we compute the three or four most frequently predicted classes in a 

ranking order; say: sublevel stoping, shrinkage, cut and fill, and sublevel caving are the 

four most frequently predicted in a ranking order. Therefore, sublevel stoping, shrinkage, 

cut and fill, and sublevel caving will be recommended as the top-4 methods for the project. 

This strategy will be further developed in future studies on the improvement of the 

performance of the model.   

The other aspect worth analysing is the random initialization method of the WNMF 

algorithm used in the experiments. The random initialization method [135] causes 

instability of the predictions, which can negatively affect the model's performance. In our 

experiments, we expect the WNMF model to output values from 1 to 5 corresponding to 

the five mining methods (block caving: 1, cut and fill: 2, room and pillar: 3, shrinkage: 4, 

and sublevel stoping: 5). However, in some cases, the WNMF model can output values 

that are out of range of the expected values: values over 5 to the hundred scales. Therefore, 

it is required to investigate different initialization methods, some of which are suggested 

in some studies on the NMF algorithms [129], [135], [142], [145]–[152]. 

 

In general, the results of assessing the capability of the WNMF algorithm for 

addressing the data sparsity problem reveal a moderate model performance, requiring 

further improvements. The same approach applied for predicting missing values of 

mining methods can be effectively implemented to predict possible missing values of 

other required variables in the dataset, thereby addressing the “data sparsity problem”. 

Thus, enabling data augmentation and the practical implementation of the proposed AI-

MMRS system when information about some input variables is not available or accessible. 

The WNMF algorithm is proposed as a pre-processing approach in the AI-MMRS for 

predicting possible missing values from the input dataset. However, it can also be 

implemented to predict and recommend underground mining methods. Therefore, with 
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continuous improvement, the WNMF algorithm can be incorporated into developing the 

proposed AI-based mining methods recommendation system (AI-MMRS). The 

improvements focus on improving the initialization method and continuous data 

collection to improve the quality and size of the dataset.  

5.7 Summary of the Implementation of The NMF Algorithm for Predicting 

Mining Methods 

This chapter assessed the capability of the nonnegative matrix factorization (NMF) 

algorithm to address the data sparsity problem, which is one of the study's limitations. 

The NMF was proposed to address the data sparsity problem enabling input datasets 

augmentation to improve the quality and size of the datasets, thus, improving the quality 

and performance of the models in the proposed AI-based mining methods 

recommendation system (AI-MMRS). As such, we investigated the capability of the 

WNMF to predict missing values of mining methods. The results reveal that the WNMF 

model can effectively predict missing values of mining methods correctly with a moderate 

accuracy of 67.5%. Further findings suggest that the WNMF model is sensitive to class 

imbalance datasets which negatively affects the model's performance. The accuracy of 

67.5% is considered reasonable and realistic, reflecting the sensibility of the model and 

the size and quality of the dataset (small and imbalanced dataset).  

In this chapter, the WNMF algorithm is proposed as a pre-processing approach in the 

AI-MMRS for predicting possible missing values from the input dataset, thus enabling 

data augmentation and the practical implementation of the proposed system in a situation 

when information about some input variables is not available or accessible. Apart from 

predicting missing values, the WNMF model can also be used to predict and recommend 

underground mining methods. Therefore, with continuous improvement, the WNMF 

algorithm can be incorporated into developing the proposed AI-MMRS. The 

improvements focus on improving the initialization method and continuous data 

collection to improve the quality and size of the dataset. 
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6 Application of Machine Learning Classification Algorithms for Mining 

Methods Selection 

This chapter aims to investigate the capability of machine learning (ML) classification 

algorithms to predict (classify) underground mining methods to build powerful models to 

be incorporated into the AI-based mining methods recommendation system (AI-MMRS). 

The dataset comprises mining projects' historical data with thirty-three projects described 

by orebody characteristics and the selected mining methods to recover the deposits. 

6.1 The Need for Supervised Classification Machine Learning Algorithms 

This study investigates the possibility of incorporating artificial intelligence (AI) to 

explore available mining projects database for developing a system that can be used as a 

tool to aid in decision-making when planning a mining project (i.e., the mine planning 

process). As such, we investigate the capability of collaborative filtering (CF) 

recommendation systems for developing the AI-MMRS. Collaborative filtering (CF) 

recommendation systems [20], [70], [71]  predict users' future preferences in a 

collaborative way among different users. The concept of CF is that users who 

purchased/liked similar items in the past might likely be interested in purchasing similar 

items in the future. In Chapter 4, we investigated the applicability of the memory-based 

CF approach for underground mining methods selection (MMS) based on the k-nearest 

neighbours (KNN) [91], [96] algorithm with cosine similarity and the weighted sum 

method. Results from chapter 4 proved the effectiveness of the proposed memory-based 

approach in underground MMS. However, the memory-based approach is not very 

practical on highly sparse datasets and may be computationally expensive for large 

datasets. Additionally, the approach implemented in chapter 4 relies on the UBC-MMS 

tool [4] for generating diversified ratings for the mining methods in the dataset. The 

dependency on the UBC tool may affect the novelty of the proposed AI-MMRS, given 

that the UBC tool is an old system. In Chapter 5, we introduced a model-based CF 

approach [75]–[77], the nonnegative matrix factorization (NMF) algorithm. In Chapter 5, 

we evaluated the applicability of the NMF algorithm for addressing the data sparsity 

problem by predicting missing values in the dataset. Results from Chapter 5 reveal the 

effectiveness of the NMF in handling sparse datasets and can be effective for predicting 
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and recommending underground mining methods. The shortcomings of the NMF as an 

unsupervised algorithm and the limitations memory-based approach led to the need for 

powerful models to be incorporated in the proposed AI-MMRS. 

This chapter proposes supervised machine learning (ML) classification algorithms to 

address the shortcomings of the memory-based approach and NMF algorithms. We 

investigate the capability of different ML classification algorithms to predict (classify) 

underground mining methods. The dataset for this chapter is the same as applied in 

Chapter 3, composed of thirty-three projects, five input variables and seven underground 

mining methods. 

6.2 Machine Learning Classifiers for Mining Methods Selection 

Memory-based collaborative filtering (CF)[76], [78]–[80] is easy to use, understand 

and interpret mainly because there is no need for model training. However, memory-based 

are considered lazy learning methods because the prediction is specific and relative to the 

target user or item. While in the model-based [75]–[77] approach, machine learning (ML) 

algorithms are used to train models that automatically learn user-item interaction patterns. 

ML models are trained to learn the patterns/information in the datasets to map the 

relationship between the input variables (or predictor/independent variables) and the 

dependent variables (or labelled responses). ML and the model-based approach is 

commonly implemented through unsupervised and supervised learning environment 

[153]–[155]. In supervised learning, the algorithms learn from labelled datasets, while in 

unsupervised the algorithms learn from unlabelled datasets. Labelled datasets refer to 

datasets in which each sample/datapoint is tagged to a class label (or response); on the 

contrary, unlabelled data do not have a tag/label. Unsupervised learning algorithms are 

meant to discover information/patterns in the dataset without labelled responses; thus, 

unsupervised learning is commonly used as a data mining technique for pre-model 

training. In supervised learning, the algorithms get some help during the learning process. 

The algorithms are trained to learn patterns or relationships between input variables 

(independent variables) and the responses (dependent variables) to generate predictions 

on new datasets [33], [155], [156]. 

The k-nearest neighbours (KNN) and the nonnegative matrix factorization (NMF) 

implemented in Chapters 4 and 5 are unsupervised algorithms. In this chapter, we 
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implement supervised classification algorithms [155]–[159]. Classification ML models 

are trained to predict class labels of the datapoints/samples based on the input variables 

[155], [160]–[162].  

To incorporate ML classification algorithms in underground mining methods 

selection (MMS), we use the dataset used in Chapter 4. The dataset contains thirty-three 

projects (datapoints), five input variables (independent variables) and seven class labels 

(dependent variable). The five input variables correspond to the orebody characteristics 

in each project, such as the ore strength, host-rock strength, orebody thickness, shape, and 

dip. The seven class labels are the underground mining methods selected/considered in 

each project: block caving, cut and fill, longwall, room and pillar, shrinkage, sublevel 

caving and sublevel stoping. We use the dataset to evaluate the capability of different ML 

classification algorithms (classifiers) to predict (classify) underground mining methods. 

For experiments, we use the classification learner application in MATLAB to train five 

classifiers such as decision trees, k-nearest neighbours (KNN), support vector machines 

(SVM), kernel approximation (SVM kernel) and artificial neural network (ANN) [34], 

[91], [156], [157].  

6.3 Practical Experiments on the Implementation of Classification Machine 

Learning algorithms for Mining Methods Selection 

6.3.1 Dataset 

The dataset for the experiments is the same applied in Chapter 4. This dataset shows 

historical information on thirty-three mining projects regarding the selected or considered 

mining methods to recover the orebody deposits. The orebody deposits in each project 

are described by their orebody characteristics: geotechnical properties (ore and host-rock 

strength) and orebody geometry (orebody thickness, shape, and dip). The mining methods 

tagged to each project were selected based on the orebody characteristics. There are seven 

class labels/underground mining methods (block caving, cut and fill, longwall, room and 

pillar, shrinkage, sublevel caving and sublevel stoping). 

6.3.2 Data Pre-processing 

The pre-processing stage aims to prepare the dataset for training the selected machine 

learning (ML) models [163]. The original dataset is composed of variables (independent 
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and dependent) with categorical or qualitative values. It is required to transform 

categorical values of the input variables to use the classification learner application. 

Therefore, in the pre-processing step, we only convert the categorical values of the five 

input variables based on their objective weights calculated using the Entropy method in 

Chapter 2 (the same method used in Chapters 4 and 5). The seven class labels of the 

dependent variable (the mining methods) will remain categorical. 

6.3.3 Training ML classifiers for underground mining methods selection 

The pre-processed dataset is used as input to train machine learning (ML) classifiers 

(classification models) for predicting (classifying) underground mining methods. 

Therefore, the models are trained to learn patterns or the relationship between the mining 

projects (datapoints) and underground mining methods (class labels/dependent variable) 

based on the five input variables (independent variables). The experiments are conducted 

in MATLAB R2022a, Statistics and Machine Learning Toolbox using classification 

learner application. The classification learner application allows users to train (and test) 

multiple classifiers on the same dataset enabling the comparison of the performance of 

the models side-by-side. In these experiments, we evaluate the performance of five 

classifiers, namely decision trees, support vector machine (SVM), k-nearest neighbour 

(KNN), kernel approximation, and artificial neural network (ANN) [160]–[162]. In 

supervised ML, it is usually required to perform model validation, also known as model 

assessment [164]–[166]. The purpose of the validation process is to assess the capability 

of the models to perform prediction on new/test data (data not used or not seen by the 

model during the training process); in other words, to assess the generalization capability 

of the model on future or unseen data [165], [166]. Therefore, the original dataset is 

usually split or resampled into different sets in which one of the sets is used for training 

and the remaining for validation and testing. The dataset splitting or resampling method 

depends on the type of validation method used. We evaluate/validate all five classifiers 

in these experiments using the k-fold cross-validation method [164]. 



 

96 

 

6.3.4 Performance evaluation metrics 

To measure the performance of the classifiers, we use classification metrics such as 

global accuracy rate and decision support metrics from the confusion matrix as described 

below: 

The most common and straightforward metric for classification problems is the 

accuracy score [167], referred to as the global accuracy rate (GAR) in this study which 

represents the ratio of correct predicted datapoints (projects) to the total datapoints 

(projects) as shown in equation (6.1).  

𝐺𝐴𝑅(%) =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑠

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑠
 × 100  (6.1) 

 

To further evaluate the performance of the classifiers and get a more insightful 

performance evaluation, we use decision support metrics from the confusion matrix [160], 

[167] shown in Table 6.2: 

Table 6.1: Confusion matrix for evaluating the performance of the classifiers 

 Predicted Positive Predicted Negative 

Actual Positive True Positive (TP) False Negative (FN) 

Actual Negative False Positive (FP) True Negative (TN) 

 

From the confusion matrix in Table 6.2, decision support metrics such as Precision or 

Positive Predictive Value (PPV), Recall or True Positive Rate (TPR) and F1-score can be 

computed as shown in Equations (6.2) to (6.4): 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑃𝑃𝑉 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
  (6.2) 

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃𝑅 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
  (6.3) 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ×
𝑅𝑒𝑐𝑎𝑙𝑙×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
  (6.4) 
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6.4 Experimental Results on the Implementation of Machine Learning 

Classification Algorithms for Mining Methods Selection 

In this chapter, we evaluate the capability of machine learning (ML) classifiers 

(classification algorithms) for predicting (classifying) underground mining methods for 

developing the proposed AI-based mining methods recommendation system (AI-MMRS). 

The input dataset comprises thirty-three projects (datapoints), five input variables 

(independent variables) and seven class labels (dependent variable). The input variables 

correspond to five MMS influencing factors: ore strength, host-rock strength, orebody 

thickness, shape, and dip. The class labels are the seven underground mining methods 

selected or considered in each project to recover the orebody deposit: block caving, cut 

and fill, longwall, room and pillar, shrinkage, sublevel caving and sublevel stoping. The 

experiments were conducted in MATLAB R2022a, Statistics and Machine Learning 

Toolbox, using the classification learner application. In the classification learner 

application, we trained multiple classifiers simultaneously on the same dataset, thus, 

being possible to compare them side-by-side and choose the best model. The five 

classifiers are decision tree, support vector machine (SVM), k-nearest neighbours (KNN), 

kernel approximation, and artificial neural network (ANN). We used the 10-fold cross-

validation for validating all five classifiers. The k-fold cross-validation method is known 

to perform better on small datasets (datasets with limited datapoints) compared to other 

validation methods [164], [168]. In this validation method, the original dataset is 

randomly split into k number of folds (or subsets) of roughly equal sizes where each fold 

gets the chance to appear in training and testing sets [165], [169]. As shown in Figure 6.2, 

the total datapoints in the original dataset are split into 10-fold, each fold with roughly 

three datapoints (total datapoints of 33 divided by 10). The k-fold cross-validation ensures 

that every datapoint in the dataset can appear in training and testing sets, resulting in 

models that learn well and evenly the underlying patterns, creating more generalized and 

less biased models [166].  
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Figure 6.1: K-fold cross-validation scheme used to assess the performance of the five classifiers: 

10-fold cross-validation was used to evaluate all classifiers  

6.4.1 Prediction (classification) of underground mining methods   

The results of the performance of the five classifiers (classification models) in terms 

of the global accuracy rate (GAR) are shown in Figure 6.2. The GAR is the percentage 

of projects (datapoints) correctly classified by a classifier. The results in Figure 6.2 shows 

that among the five classifiers, artificial neural network (ANN) has the best performance 

with 66.7% accuracy, which is followed by the k-nearest neighbours (KNN) and support 

vector machine (SVM), both with 63.6% accuracy. Decision tree and kernel classifiers 

have the lowest performance at 57.6% and 54.5%, respectively.  

 

Figure 6.2: Prediction (classification) performance of the five classifiers in terms of global 

accuracy rate (GAR) 

The results in Figure 6.2 highlight the ANN's effectiveness in mining methods 

selection (MMS). Previous studies [14]–[17] have investigated the applicability of the 

ANN in MMS and proven its effectiveness in solving the complexity of MMS. These 
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results further highlight the effectiveness of the KNN algorithm for underground MMS. 

As a recap, the KNN was used in Chapter 4 for implementing the memory-based CF 

approach in MMS. Chapter 4 showed that the KNN-cosine similarity algorithm produced 

solid and effective results for predicting and recommending underground mining methods. 

Furthermore, the support vector machine (SVM) classifier is shown to be as effective as 

the KNN classifier in this chapter.  

To further grasp the performance of the five classifiers in predicting (classifying) 

underground mining methods, we use the decision support metrics such as Precision or 

Positive Predictive Value (PPV), Recall or True Positive Rate (TPR) and the F1-score. 

The Precision (PPV) and Recall (TPR) are used to evaluate the per-class performance of 

the classifiers: to understand how the classifiers perform to predict projects (datapoints) 

in each mining method (each class label) or how the classifiers learn the underlying 

patterns in each mining method. The F1-score combines and balances the Precision and 

Recall rates [160], [167]. Table 6.3 shows the results of the performance of the classifiers 

in terms of the global accuracy rate (GAR), average per class of Precision, Recall and F1-

score. The Precision, Recall and F1-score are first calculated for each mining method 

(each class) and then averaged. 

Table 6.2: Performance evaluation results of the classifiers in terms of global accuracy rate 

(GAR), average per-class Precision, Recall and F1-score 

Classifier 
GAR 

(%) 

Average per-class 

Precision (%) 

Average per-

class Recall 

(%) 

Average per-

class F1-score 

(%) 

ANN 66.7 19.0 22.9 20.6 

KNN 63.6 19.3 22.0 20.3 

SVM 63.6 20.5 22.0 21.2 

Decision Tree 57.6 16.6 20.2 18.2 

Kernel 54.5 14.4 18.2 16.0 

 

Usually, we expected to have close GAR and F1-score reflecting the performance of 

the models. Table 6.3 shows a big gap between the GAR and the average per-class F1-

score of each classifier. This situation may be caused by the intrinsic characteristics of 

the dataset used to train the classifiers. The original dataset comprises thirty-three projects 

(datapoints) and seven mining methods (class labels). In Figure 6.3, we show the 

distribution of the projects (datapoints) in each mining method (class label). As is notable 
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in Figure 6.3, the original dataset is class imbalance. Class imbalanced datasets happen 

when the distribution of datapoints among the classes is uneven, with majority and 

minority classes [113], [114], [136], [139]. In our dataset, we have sublevel stoping and 

cut and fill as the majority classes and the remaining mining methods as minority classes. 

Training machine learning (ML) models on class imbalance datasets have been a hot topic 

and the subject of several studies in different fields. It is believed that imbalanced datasets 

negatively affect the performance of most ML models. ML models trained from 

imbalanced datasets are said to be biased towards the majority class; such models will 

overlearn the patterns of the majority class, ignoring the minority class [113], [115], 

[137], [139]. In this situation, the majority classes will have higher Recall or TPR, and 

most of the time, the minority classes tend to have recall rates close to 0%. Thus, resulting 

in a lower average per-class Recall, Precision, and F1-score, as we can observe in our 

results in Table 6.2. The big gap between the GAR and the F1-score of the classifiers may 

imply that the models overlearn from majority classes (sublevel stoping and cut and fill), 

resulting in high GAR; however, the models perform poorly in predicting (classifying) 

the minority classes. 

 

Figure 6.3: Distribution of projects (datapoints) in each mining method (or each 

class) 

To clearly understand the impact of class imbalance datasets, we present the confusion 

matrix of the model with the best performance, the artificial neural network (ANN) 

model, in Figure 6.4. The confusion matrix in Figure 6.4 shows each class's (mining 

methods) Recall or TPR and the True Negative Rate (TNR). We can observe from the 

TPR that the model is very good at predicting the majority classes, sublevel stoping: 100% 
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and cut and fill: 60%; however, the model performs poorly at predicting the minority 

classes (block caving, longwall, room and pillar, and sublevel caving), all with 0% TPR. 

The low TPR (Recall) on the minority classes will reflect on the average per-class Recall 

and the F1-score, resulting in a low F1-score, as shown in Table 6.2. 

 

Figure 6.4: Confusion matrix of the artificial neural network (ANN) model showing the per-

class Recall or True Positive Rate (TPR) and the True Negative Rate (TNR) 

To further understand the effect of the class imbalanced dataset problem, we compare 

the performance of the five classifiers on imbalanced and balanced class datasets.  

6.4.2 Effect of class imbalance/balance datasets 

To evaluate the effect of class balance/imbalance on the performance of the classifiers, 

we train the same five classifiers on a balanced class dataset and then compare the results. 

As such, we used one of the oversampling methods [136], [170] to deal with the issue of 

imbalanced datasets by creating the new augmented dataset by generating synthetic 

datapoints using the conditional tabular generative adversarial network (CTGAN) in the 

synthetic data vault package. CTGAN is a collection of deep learning-based synthetic 

data generators for tabular data that can learn from the distribution of real/original data 

and generate synthetic datapoints [171]. Therefore, to produce new datapoints, the 

CTGAN model is first trained using a real dataset (described in Figure 6.3), and then use 
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the trained model to produce new synthetic datapoints. The new synthetic datapoints 

produced using CTGAN are also submitted to the validation process (done in chapter 3) 

using the UBC tool [4] to avoid having meaningless and inaccurate datapoints in the 

dataset, which could affect the quality of the models. The new augmented dataset 

comprises 100 datapoints in each mining method (each class), resulting in a class 

balanced dataset comprising 700 datapoints. The augmented dataset trains the five 

classifiers under the same evaluation method (10-fold cross-validation). Table 6.4 

compares the performance of the classifiers on the original dataset (imbalanced class 

dataset with 33 datapoints) and the new augmented dataset (balanced class dataset with 

700 datapoints). 

Table 6.3: Results comparing the performance of the five ML classifiers on original 

imbalanced and augmented balanced class datasets 

Dataset ML classifier 
GAR 

(%) 

Average per-

class Precision 

(%) 

Average per-

class Recall 

(%) 

Average per-

class F1-score 

(%) 

Original dataset: 

small 

and imbalanced 

class 

ANN 66.7 19.0 22.9 20.6 

KNN 63.6 19.3 22.0 20.3 

SVM 63.6 20.5 22.0 21.2 

Decision Tree 57.6 16.6 20.2 18.2 

Kernel 54.5 14.4 18.2 16.0 

Augmented 

dataset: larger 

and balanced 

class dataset 

ANN 54.4 53.8 54.4 53.6 

SVM 54.1 53.8 54.1 53.3 

Decision Tree 53.4 53.9 53.4 53.4 

KNN 53.0 51.8 53.0 51.9 

Kernel 44.9 44.3 44.9 44.4 

 

From the results in Table 6.4, we can observe the following. Similar to the original 

dataset (small and imbalance class dataset), artificial neural network (ANN) scored as the 

best classifier on the augmented dataset (larger and balance class dataset). The support 

vector machine (SVM) scored as the second-best classifier, followed by the decision tree. 

The performance of the k-nearest neighbours (KNN) classifier is lower on the augmented 

dataset than on the original dataset. The GAR of five classifiers is higher on the original 

dataset (small and imbalanced class). Using the augmented dataset, the performance of 

the classifiers in terms of GAR drops slightly, as the GAR of the five models is higher on 

the original dataset than on the augmented dataset. However, we can observe that the 
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values of the GAR are closer to the F1-score, thus reducing the gap between the GAR and 

the average per-class F1-score on the augmented dataset (larger and balance class). 

Moreover, we can observe a significant improvement in the performance of the 

classifiers on the augmented dataset in terms of average per-class Precision, Recall and 

the F1-score. The improvement in the average per-class F1-score suggests a 

generalized/balanced and less biased performance of the classifiers to predict all seven 

mining methods (class labels). Figure 6.5 shows the confusion matrices of the artificial 

neural network (ANN) on the (a) original imbalance class dataset with 33 datapoints and 

(b) augmented balance class dataset with 700 datapoints. As expected, we can observe 

significant improvement (and balance) in the Recall or True Positive Rate (TPR) on the 

(a) augmented dataset. These results suggest that with a balanced dataset, the classifiers 

learn to map the patterns of the projects (datapoints) in each mining method (class label) 

evenly. Thus, they may perform significantly better predicting all seven underground 

mining methods (class labels).  
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Figure 6.5: Comparison of the performance of the artificial neural network (ANN) model 

showing the per-class Recall or True Positive Rate (TPR) and the True Negative Rate (TNR): (a) 

confusion matrix on the original imbalanced class dataset and (b) confusion matrix on the augmented 

balanced class dataset 

These results suggest that the problem of an imbalanced class dataset negatively 

affects the performance of the classifiers, as has been proved in some studies [115], [137], 

[172]. The classifiers trained on the imbalanced class dataset are biased/overwhelmed by 

the majority classes (sublevel stoping and cut and fill); thus, they are very good at 

predicting (classifying) the majority classes but badly predict the minority classes. In 
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these experiments, training the classifiers on the augmented dataset (larger and balance 

class dataset) did not improve the global accuracy rate (GAR) of the classifiers; however, 

it improved the average per-class F1-score. In other words, classifiers trained on the 

balanced dataset are less biased and more generalized because the classifiers learn better 

to map the patterns of every underground mining method (class label) in the dataset. 

Lastly, using the global accuracy rate (GAR) alone as a performance evaluation metric is 

not enough/efficient for supervised machine learning (ML) on imbalanced datasets. 

Therefore, combining the GAR with the decision support metrics from the confusion 

matrix is crucial for more insightful evaluations. 

6.5 Discussion on the Implementation of Classification Machine Learning 

Algorithms for Mining Methods Selection 

Mining methods selection (MMS) has been a subject of discussion and research for 

many years, culminating with the development of several systems. Few studies [14]–[17] 

have investigated the applicability of machine learning (ML) algorithms, specifically 

artificial neural networks (ANN), in MMS. In this chapter, we investigated the capability 

of five ML classification algorithms for predicting (classifying) underground mining 

methods. Here we evaluated the performance of classifiers such as decision trees, support 

vector machine (SVM), k-nearest neighbours (KNN), ANN and kernel approximation. 

The classifiers were trained to predict (classify) seven underground mining methods 

(block caving, cut and fill, longwall, room and pillar, shrinkage, sublevel caving and 

sublevel stoping) evaluated based on a dataset with thirty projects (thirty datapoints) and 

five input variables (ore strength, host-rock strength, orebody thickness, shape, and dip). 

The ANN classifier outperformed the four classifiers with an accuracy of 66.7%, followed 

by the KNN and SVM with 63.6% accuracy. Decision tree and kernel classifiers had the 

lowest performance of 57.6% and 54.5% accuracy, respectively. 

The result from this study highlights the effectiveness of the ANN in MMS, which 

has been proven effective in previous studies [14]–[17]. Studies by Lv and Zhihui [14] 

and Chen and Shixiang[15] developed ANN models for selecting the most optimum 

mining methods for thick and thin coal seams, respectively. The ANN model by Lv and 

Zhihui was based on thirty datapoints and ten input variables to predict three variables, 
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including the optimum underground mining method. Chen and Shixiang developed the 

ANN model for thin coal based on thirty-three datapoints and six input variables to predict 

two variables, including the underground mining method. Ozyurt and Karadogan [16] 

further integrated ANN with game theory for selecting the most optimum underground 

mining methods for different ore types. Their study was based on a mixture of six 

different ANN models to evaluate several conditions in underground mining methods; 

the last ANN outputs technical scores of eleven mining methods ranked based on safety. 

After that, they use the ultimatum game theory to select the most optimum mining method, 

i.e., players (decision-makers) have a task to select the mining method (s) that satisfies 

safety and economy. Their ANN models were trained based on synthetic data and tested 

using real data, requiring about nineteen input variables in total for the evaluation and 

ultimately selecting the most feasible mining method. The study by Ozyurt and 

Karadogan further proved the effectiveness of ANN in solving the complexity of MMS. 

In this study, we implement classification ANN entirely evaluated based on mining 

projects’ data, whilst, in the previous studies, the ANN [14]–[17] is implemented for 

regression problems. Furthermore, our study demonstrates that the ANN classifier is 

powerful for MMS using minimum required input variables (only five input variables) 

despite using limited datapoints (small dataset).  

Our results further highlight the effectiveness of the KNN algorithm, which was 

proven effective for predicting and recommending top-3 underground mining methods 

with good accuracy, as was observed from the results in Chapter 4 of this study. The 

results in this Chapter further reveal the capability of the SVM to solve the complexity of 

MMS.  

In this study, it was also demonstrated that training the classifiers on class imbalanced 

class datasets can negatively affect the performance of the classifiers, a fact that has been 

stated/shown in other studies [113], [115], [136], [138], [172], [173]. The results in this 

chapter demonstrated that classifiers based on the imbalanced class dataset are biased to 

have better performance on predicting (classifying) majority classes and low performance 

on minority classes, resulting in more biased and less generalized classifiers. On the other 

hand, building the classifiers using the balanced class dataset will produce less biased and 

more generalized, able to learn/map the patterns of each mining method (class label) 

evenly.  
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Given that the five classifiers were originally trained on a limited dataset (small and 

imbalanced class) for common ML algorithms, the accuracy of the classifiers (ANN: 

66.7%, KNN: 63.6% and SVM: 63.6%) is considered reasonable and realistic. Therefore, 

we can state that the ANN, KNN and SVM are powerful algorithms for underground 

mining methods selection and must be considered for further optimization and 

implementation in the proposed AI-based mining methods recommendation system (AI-

MMRS). 

6.6 Summary of Implementing Classification Machine Learning Algorithms for 

Mining Methods Selection 

In this chapter, we evaluated the capability of machine learning classification 

algorithms for predicting (classifying) underground mining methods for developing the 

proposed AI-based mining methods recommendation system (AI-MMRS). As such, we 

evaluated the performance of five classifiers (classification algorithms), namely, artificial 

neural network (ANN), k-nearest neighbours (KNN), support vector machines (SVM), 

decision trees and kernel approximation (kernel). The classifiers were originally 

evaluated based on a dataset comprising thirty-three projects, five input variables (ore 

strength, host-rock strength, orebody thickness, shape, and dip) and seven mining 

methods (block caving, cut and fill, longwall, room and pillar, shrinkage, sublevel caving 

and sublevel stoping). We evaluate the five classifiers' capabilities to predict (classify) 

the seven underground mining methods accurately. The results reveal that the ANN, KNN 

and SVM are the three most effective classifiers for scoring the best global accuracy rates 

of 66.7%, 63.6% and 63.6%, respectively. Given that the five classifiers were originally 

trained on a limited dataset (small and imbalance class) for common ML algorithms, the 

accuracy of the models is considered reasonable and realistic.  

In this chapter, we further evaluated the effect of class imbalanced/balanced datasets 

by comparing the performance of the five classifiers on the imbalanced class dataset (the 

original dataset) and a balanced class dataset (an artificially augmented dataset). The 

results demonstrated that training the classifiers on a balanced class dataset would 

improve the performance of the classifiers, thus, building less biased and more 

generalized classifiers that effectively learn to predict (classify) better every mining 

method in the dataset. Therefore, suggesting the need to improve the quality of the 
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datasets toward creating larger and more balanced class datasets, which can be achieved 

by continuous data collection. 

Finally, it can be concluded that the machine learning (ML) classification algorithms, 

specifically the ANN, KNN and SVM, are powerful algorithms for mining methods 

selection (MMS). Therefore, the algorithms can be implemented in the proposed AI-

MMRS, which can be customized and optimized as the size and quality of the dataset 

improves.  
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7 Study’s Conclusion, Significance of the Proposed AI-MMRS and Study’s 

Contribution 

7.1 Study’s Conclusion 

Undoubtedly, the success of a mining project heavily depends on the feasibility of the 

adopted mining method (s) to recover the orebody deposit from the earth safely and 

efficiently. Thereby making the mining methods selection (MMS) one of the most critical 

decision-making tasks in mine planning. This study introduced the application of 

recommendation system technologies in the MMS process by incorporating artificial 

intelligence (AI) to explore available mining projects database. The general aim of the 

study was to develop an AI-based mining methods recommendation system (AI-MMRS) 

by filtering (extracting) useful information from mining projects' historical data. As such, 

this study evaluated the applicability of the collaborative filtering (CF) recommendation 

system approach in underground MMS.  

Chapter 1 provided an overview of MMS and a discussion of the existing MMS 

systems, including the current trend of AI and machine learning (ML) applications to 

solve the complexity of the MMS process. This chapter also provides an overview of 

recommendation systems and their common types and applications. The purpose and 

concept of this study are also described in this chapter.  

Chapter 2 aimed at objectively determining the weights and the most relevant factors 

in MMS without the direct involvement of decision-makers (mining engineering 

professionals). In this chapter, the Entropy method was applied to assess the relative 

importance of twenty factors influencing the MMS process by determining their objective 

weights. The results suggested that ore strength, host-rock strength, orebody thickness, 

orebody shape, orebody dip, ore uniformity, mining costs, and the dilution of the mining 

methods are the most relevant factors in MMS. These findings are strongly supported by 

literature and technological and scientific advancement in selecting and implementing 

mining methods. Using the Entropy method to estimate the objective weights of the 

factors eliminate the need for decision-makers' opinions and judgement, thereby avoiding 

a certain level of bias associated with their subjective (customized) opinions and making 

the results from this chapter applicable to any case study. The results from this chapter 
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were used as a foundation to create the input datasets in Chapter 3 and incorporated into 

the pre-processing data stages of Chapters 4, 5 and 6. 

Chapter 3 aimed to provide an overview of the study's data explaining the procedures 

from data collection to creating the input datasets used to evaluate the models for the 

proposed AI-MMRS. The main data source is the SEDAR database (literature review as 

a secondary source), from which thousands of mining projects' technical reports were 

collected. Two input datasets were created by filtering information in the technical reports 

about the five input variables selected in Chapter 2: ore strength, host-rock strength, 

orebody thickness, shape, and dip. It was observed and stated that this study's main 

limitation is the “data sparsity problem” caused by a lack of information about the 

required input variables in some technical reports. The “data sparsity problem” forced the 

reduction of the quality of the input datasets resulting in small datasets (and imbalanced) 

with thirty and thirty-three projects. The first dataset comprises thirty projects with five 

underground mining methods (block caving, cut and fill, room and pillar, shrinkage, and 

sublevel stoping). The second comprises thirty-three, with all seven most common 

underground mining methods (sublevel stoping, shrinkage, room and pillar, cut and fill, 

longwall, block caving, and sublevel caving). The two datasets were used to evaluate the 

models in Chapters 4, 5 and 6.  

Chapter 3 also reviewed the trend in the most preferred underground mining methods 

and the possible change in orebody conditions-mining methods in the late 2000s based 

on the database from SEDAR. Sublevel stoping is the most preferred mining method, 

followed by the cut and fill, room and pillar, shrinkage, and longwall. Block and sublevel 

caving seem the least preferred lately, probably due to the associated negative 

environmental impacts (destroying the surface). Square set stoping and stull stoping 

methods seem to be in extinction because they were not observed in the database. In terms 

of the change of orebody conditions of the preferred mining methods, most mining 

methods are selected for orebody conditions following the existing literature. However, 

there is a noticeable change in some conditions for some methods, which can be attributed 

to technological advancement, enabling easier and more flexible mechanisation and better 

support systems, thus improving the versatility of most mining methods. These results 

update the literature on the MMS discipline. 
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The aim of Chapter 4 was to investigate the applicability of the memory-based 

collaborative filtering (CF) approach to predicting and recommending top-N most 

relevant underground mining methods. The memory-based approach was implemented 

using the KNN-cosine similarity algorithm combined with the weighted sum method. The 

KNN-cosine similarity was used to compute similarities among the projects and find a set 

of k-nearest projects (projects with similar input variables). Then the set of k-nearest 

projects was used for predictions and recommendations using the weighted sum method.  

With the aid of the UBC-MMS tool, it was possible to design a diversified model to 

recommend not just one but the top-3 most relevant mining methods for a target project 

(one primary and two secondary methods). Therefore, it was possible to evaluate the 

capability model to predict and recommend the primary mining methods accurately and 

evaluate the quality of the top-3 recommended mining methods (one primary and two 

secondary methods) generated by the model.  The results showed that the model 

accurately predicts the projects' primary mining methods with an accuracy of 63.8%. 

Furthermore, the model performs even better in predicting and recommending the top-3 

relevant mining methods, with an accuracy of 87.9%.  These results revealed the 

effectiveness of the memory-based approach for selecting and recommending top-N 

underground mining methods (by providing only five input variables), thus, applicable in 

developing the AI-MMRS. 

Chapter 5 aimed to assess the capability of the nonnegative matrix factorization 

(NMF) algorithm to address the “data sparsity problem”, which is one of the study's 

limitations, as stated in Chapter 3. The NMF was proposed to address the data sparsity 

problem to enable the augmentation of the input datasets to improve the quality and size 

of the datasets, thus, improving the quality and performance of the models. As such, 

Chapter 5 investigated the capability of the WNMF to predict missing values of mining 

methods. The results reveal that the WNMF model can accurately predict missing values 

with a moderate accuracy of 67.5%. Further findings suggest that the WNMF model is 

sensitive to class imbalance datasets which negatively affects the model's performance. 

The accuracy of 67.5% is considered reasonable and realistic, reflecting the sensibility of 

the model and the size and quality of the dataset (small and imbalanced dataset).  

With further improvement and optimization (continuous data collection and model 

optimization), the WNMF model can be implemented to address the “data sparsity 
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problem” (one of the limitations of this study), thus enabling data augmentation 

(improving the quality of the input datasets) and the practical implementation of the 

proposed AI-MMRS system in situations when information about some input variables is 

not available or accessible.  

Chapter 6 investigated the capability of machine learning (ML) classification 

algorithms to predict (classify) underground mining methods. As such, five classifiers 

(classification algorithms) were evaluated, namely, artificial neural network (ANN), k-

nearest neighbours (KNN), support vector machines (SVM), decision trees and kernel 

approximation (kernel). This Chapter evaluated the five classifiers' capabilities to predict 

(classify) accurately seven underground mining methods. The results reveal that the 

ANN, KNN and SVM are the three most effective classifiers for scoring the best global 

accuracy rates of 66.7%, 63.6% and 63.6%, respectively. Given that the five classifiers 

were originally trained on a limited dataset (small and imbalance class) for common ML 

algorithms, the accuracy of the models is considered reasonable and realistic.  

Chapter 6 further evaluated the effect of class imbalanced/balanced datasets by 

comparing the performance of the five classifiers on the imbalanced class dataset (the 

original dataset) and a balanced class dataset (an artificially augmented dataset). The 

results demonstrated that training the classifiers on a balanced class dataset would 

improve the performance of the classifiers, thus, building less biased and more 

generalized classifiers that effectively learn to predict (classify) better every mining 

method in the dataset. Therefore, suggesting the need to improve the quality of the 

datasets toward creating larger and more balanced class datasets, which can be achieved 

by continuous data collection. 

In summary, this study introduced the recommendation systems approach in the 

mining methods selection (MMS) discipline by implementing the collaborative filtering 

approach to develop a system that recommends the most appropriate underground mining 

methods by learning from previous mining projects' procedures. The introduction of the 

recommendation systems approach in MMS possesses benefits associated with efficiency 

and the potential to learn from past experiences. This study proposed and evaluated 

different machine learning (ML) models for developing the AI-MMRS. Most evaluated 

models can effectively predict underground mining methods with moderate accuracy, 

which is considered realistic given the limitation associated quality of the input datasets 
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(small size and imbalanced datasets). Despite the limitations, the findings from this study 

demonstrated that the proposed AI-MMRS can be viable and practical for MMS. 

Continuous data collection and model optimization are required to improve the 

recommendations, thus building a robust system. 

7.2 Significance of the Proposed AI-MMRS and Study’s Contribution 

This study investigated the possibility of incorporating artificial intelligence (AI) to 

explore available mining projects database to develop a system that can aid in decision-

making in mining project development (mine planning). As such, the study introduced 

the application of the recommendation systems approach in the mining methods selection 

(MMS) discipline to propose an AI-based mining methods recommendation system (AI-

MMRS) by filtering useful information from mining projects' historical data. The results 

from this study demonstrated that it is possible to incorporate AI for filtering (extracting) 

useful information from mining projects database for developing an effective MMS 

system. Furthermore, this study integrated different strategies attempting to address the 

challenges/gaps in the previous MMS systems and, in doing so, made important 

contributions to mining in general, especially to the MMS discipline. 

The outcomes from this study generate important knowledge that contributes to the 

AI and ML community and, most importantly, the literature and scientific advancement 

in the MMS discipline, thus suggesting new directions for MMS. Furthermore, 

contributes to the integration of MMS in Mining informatics (Smart mining or Mining 

4.0), a new discipline in Mining Engineering integrating ICT (information 

communication technologies) in mining to create new technologies to optimize efficiency, 

safety, and productivity. Through this study, the following achievements were possible:  

• This study proposed, designed (and developed) an effective methodology for 

incorporating AI to explore available mining projects database for developing an 

AI-MMRS to aid in the mine planning decision-making process. Following the 

stages/steps in this study, it is possible to implement the same approach for 

different scenarios (different datasets or case studies). This study is among the 

first to introduce and implement the recommendation system approach in the 

MMS discipline, making a significant contribution to the literature and scientific 
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advancements, thus, updating the literature and suggesting new directions for the 

MMS discipline. 

• This study assessed and determined the relative importance of the factors 

influencing MMS without the direct involvement of decision-makers (i.e., 

subjective opinions or judgement from mining engineering professionals). 

Therefore, avoiding a certain level of bias associated with decision-makers' 

subjective (customized) opinions and conflicting views about the influencing 

factors and thus producing generalized results. The absence of subjective 

(customized) judgement makes the outcomes from this study practically 

applicable to any case study assisting on practical mining project decision-making 

and scientific studies (and research) on MMS when the opinion (or judgement) 

from decision-makers is unavailable (partially or totally) or even not required. 

• This study designed and demonstrated an effective methodology to implement a 

memory-based collaborative filtering recommendation system approach in MMS 

to recommend a set of top-N relevant mining methods by measuring the similarity 

among mining projects in terms of orebody deposit characteristics. We also 

proved the effectiveness of ML classification algorithms in addressing the 

complexity of MMS tasks. Using ML classifiers, we can build a robust system 

that can be optimized based on specific datasets to make future predictions about 

underground mining methods. The proposed system only requires five input 

variables (ore and host rock strength, thickness, shape, and dip) which are less 

complex and easily accessible, especially during the early stages of mining project 

development (mine planning). This outcome will advance scientific studies 

(research) in the MMS discipline, thereby suggesting new directions and opening 

the doors for further future studies on the application of AI and ML to solve the 

complexity of MMS problems. 

• Acknowledging the limitations of getting detailed information about the required 

input variables during the early stages of mining project development causing 

“data sparsity problem”. This study proposed a methodology to address this issue 

to predict possible missing values about required input variables for MMS. The 

proposed methodology can be implemented in different ML problems as a pre-
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processing data method to solve data sparsity problems. This strategy can be 

practically used to predict information on the orebody characteristics for mining 

projects that do not have access to detailed information about the orebody during 

the early stages of mining project development (mine planning).  Therefore, 

enabling the practical implementation of the proposed system even if there is a 

lack of some data about the input variables. 

• Based on the study’s database and the searching system in the document 

management software, our integrated system can be used as a practical tool to aid 

in decision-making on mining project investment by providing additional 

information (in the technical reports) about local and regional adjacent mining 

projects regarding common mining methods, geological and geotechnical 

conditions, local labour cost, environmental concerns, available infrastructure, 

and mineral processing procedures, among others. 

• Since the system is developed based on data from mining projects dating from the 

2000s, the system aids the benefit of providing up-to-date solutions following the 

change in factors-mining methods classification and scientific and technological 

advancement.  

• This study also reviewed the most (and least) preferred underground mining 

methods and the possible change in orebody conditions-mining methods in the 

late 2000s based on the study’s database (from SEDAR). This way, reviewing the 

impact of the scientific and technological advancement associated with the change 

of orebody conditions in which underground mining methods are implemented. 

Thus, updating the literature on the MMS discipline.  

Lastly, the proposed AI-MMRS can be practically implemented in academia as a 

teaching or learning tool in mining engineering education. Furthermore, with the 

cooperation with mining projects (mining industry), the proposed system can be 

practically validated (tested) and implemented in mine planning to recommend a set of 

underground mining methods to be submitted for further evaluations (economic, 

technological, environmental, political). The system holds the benefit of not requiring 

mining engineering experts to be used (as long as there is information about the required 

variable) and requiring minimum information about the orebody characteristics.  
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APPENDICES 

Table A.1: Dataset used for experiments in Chapters 4 and 6 

 
 

 

 

 

Project Ore strength Host-rock strength Thickness Shape Dip Mining method

PJ001 Strong Moderate-strong Intermediate-thick Tabular Steep Sublevel stoping

PJ002 Moderate Moderate-strong Very narrow-narrow Tabular Intermediate Longwall

PJ003 Moderate Strong Narrow Tabular Steep Cut and fill

PJ004 Strong Moderate-strong Thick Irregular Intermediate Cut and fill

PJ005 Weak Moderate Very narrow Irregular Steep Cut and fill

PJ006 Moderate Weak-moderate Very narrow Tabular Flat Room and pillar

PJ007 Strong Moderate-strong Intermediate Irregular Intermediate Cut and fill

PJ008 Weak Weak Very narrow Tabular Flat Longwall

PJ009 Strong Moderate Thick Tabular Steep Sublevel stoping

PJ010 Moderate Strong Narrow Irregular-tabular Steep Shrinkage

PJ011 Strong Strong Intermediate Tabular Flat Cut and fill

PJ012 Moderate-strong Strong Narrow Tabular Steep Sublevel stoping

PJ013 Weak Weak Narrow Irregular Intermediate Cut and fill

PJ014 Strong Strong Narrow Tabular Intermediate Sublevel stoping

PJ015 Very strong Very strong Intermediate Tabular Flat Sublevel stoping

PJ016 Moderate Moderate Narrow Tabular Steep Sublevel stoping

PJ017 Weak-moderate Weak-moderate Thick Tabular Intermediate Sublevel stoping

PJ018 Moderate Moderate Narrow Tabular Steep Sublevel stoping

PJ019 Moderate Strong Narrow Tabular Steep Sublevel stoping

PJ020 Moderate Moderate Narrow Tabular Steep Sublevel stoping

PJ021 Strong Moderate-strong Narrow Tabular Steep Sublevel stoping

PJ022 Moderate-strong Moderate Thick Massive Flat Block caving

PJ023 Weak Moderate Very narrow-narrow Tabular Steep Shrinkage

PJ024 Strong Strong Narrow Tabular Steep Sublevel stoping

PJ025 Moderate Strong Narrow Tabular Steep Sublevel stoping

PJ026 Moderate-strong Strong Very narrow Tabular Steep Cut and fill

PJ027 Moderate Moderate Narrow Tabular Intermediate Cut and fill

PJ028 Weak Strong Narrow Tabular Flat-intermediate Cut and fill

PJ029 Moderate-strong Moderate-strong Intermediate Massive Steep Sublevel stoping

PJ030 Strong-very strong Strong-very strong Narrow Tabular Intermediate-steep Sublevel stoping

PJ031 Strong Moderate-strong Intermediate Tabular Intermediate-steep Sublevel stoping

PJ032 Moderate Moderate-strong Narrow Tabular Intermediate Cut and fill

PJ033 Strong Strong Intermediate-thick Tabular Steep Sublevel caving
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Table A.2: Dataset used for experiments in Chapter 5 

 
  

Project Ore strength Host-rock strength Thickness Shape Dip Mining method

PJ001 Strong Strong Narrow Tabular Intermediate Room and pillar

PJ002 Moderate Strong Narrow Tabular Steep Sublevel stoping

PJ003 Moderate Strong Narrow Irregular-tabular Steep Shrinkage

PJ004 Strong Strong Intermediate Tabular Flat Cut and fill

PJ005 Weak Weak-moderate Narrow Tabular Flat Cut and fill

PJ006 Moderate-strong Strong Narrow Tabular Steep Sublevel stoping

PJ007 Weak Weak Narrow Irregular Intermediate Cut and fill

PJ008 Moderate-strong Strong Narrow Tabular Steep Sublevel stoping

PJ009 Very strong Very strong Intermediate Tabular Intermediate Sublevel stoping

PJ010 Weak Weak-moderate Narrow Tabular Flat Room and pillar

PJ011 Strong-very strong Very weak-weak Narrow Tabular Intermediate Cut and fill

PJ012 Strong Strong Narrow Tabular Steep Sublevel stoping

PJ013 Moderate-strong Moderate-strong Narrow Tabular Intermediate Sublevel stoping

PJ014 Moderate Weak Narrow Tabular Steep Cut and fill

PJ015 Moderate Weak-moderate Narrow Tabular Steep Sublevel stoping

PJ016 Weak-moderate Weak-moderate Thick Tabular Intermediate Sublevel stoping

PJ017 Very weak-weak Weak Narrow Tabular Steep Cut and fill

PJ018 Very weak-weak Weak Narrow Tabular Intermediate Cut and fill

PJ019 Moderate Moderate-strong Narrow Massive Steep Sublevel stoping

PJ020 Very weak-weak Weak-moderate Narrow Tabular Flat Room and pillar

PJ021 Moderate Moderate Intermediate Tabular Steep Sublevel stoping

PJ022 Strong Strong Narrow Tabular Steep Shrinkage

PJ023 Strong Moderate-strong Narrow Tabular Steep Sublevel stoping

PJ024 Moderate-strong Moderate-strong Narrow Tabular Steep Sublevel stoping

PJ025 Moderate Moderate Narrow Tabular Intermediate Cut and fill

PJ026 Weak Strong-very strong Narrow Tabular Steep Shrinkage

PJ027 Weak Very weak-weak Narrow Tabular Steep Cut and fill

PJ028 Strong Moderate Narrow Tabular Steep Sublevel stoping

PJ029 Moderate-strong Moderate Thick Massive Flat Block caving

PJ030 Weak Moderate Narrow Tabular Steep Shrinkage


