
 

Instructions for use

Title A level-set method for a mean curvature flow with a prescribed boundary

Author(s) Bian, Xing zhi; Giga, Yoshikazu; Mitake, Hiroyoshi

Citation Hokkaido University Preprint Series in Mathematics, 1151, 1-26

Issue Date 2023-06-29

DOI 10.14943/107831

Doc URL http://hdl.handle.net/2115/90094

Type bulletin (article)

File Information bian-giga-mitake-arXiv-1.pdf

Hokkaido University Collection of Scholarly and Academic Papers : HUSCAP

https://eprints.lib.hokudai.ac.jp/dspace/about.en.jsp


A level-set method for a mean curvature flow
with a prescribed boundary

Xingzhi Bian ∗, Yoshikazu Giga †and Hiroyoshi Mitake ‡

Abstract

We propose a level-set method for a mean curvature flow whose boundary is prescribed
by interpreting the boundary as an obstacle. Since the corresponding obstacle problem is
globally solvable, our method gives a global-in-time level-set mean curvature flow under
a prescribed boundary with no restriction of the profile of an initial hypersurface. We
show that our solution agrees with a classical mean curvature flow under the Dirichlet
condition. We moreover prove that our solution agrees with a level-set flow under the
Dirichlet condition constructed by P. Sternberg and W. P. Ziemer (1994), where the
initial hypersurface is contained in a strictly mean-convex domain and the prescribed
boundary is on the boundary of the domain.

Keywords: mean curvature flow, level-set method, Dirichlet problem, obstacle problem
MSC: 35A01; 35K55; 53C44

1 Introduction

A level-set method is a powerful tool to track a geometric evolution of a hypersurface
like mean curvature flow after it develops singularities. Its analytic foundation based
on the theory of viscosity solutions was established by [CGG] for a general geometric
evolution and independently by [ES] for a mean curvature flow in 1991; see also [G] for
later development. The goal of this paper is to extend this method for a mean curvature
flow with a prescribed boundary.

Let Γ0 be a smooth hypersurface embedded in Rn (n ≥ 2) whose geometric boundary
bΓ0 = Σ is a smooth codimension two compact manifold. We consider the mean curvature
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flow equation for an evolving hypersurface {Γt}t≥0 of the form
V = H on Γt, t > 0,

bΓt = Σ, t > 0,

Γt|t=0 = Γ0,

(1.1)

where V denotes the normal velocity of Γt and H denotes the sum of principal curvatures
of Γt in the direction of a unit normal vector field ν of Γt; H is n−1 times mean curvature;
see Figure 1. As in the case when Σ is empty (see [Gr89]), the solution {Γt} may develop
singularities for n ≥ 3; Figure 2. See the paragraph right after Corollary 2.10 for a proof.
Note that even in the case n = 2, {Γt} may hit the boundary, which is crucially different
from the behavior of mean curvature flow without obstacles since self-intersection and
pinching never happen in two-dimensional setting; see [Gr87]. See Figure 3.

Figure 1: prescribed boundary Σ Figure 2: pinching at time t0

Figure 3: hitting Σ at time t0

Let us recall the level-set equation for the mean curvature flow equation V = H when
Σ is empty. Let u be a smooth function which is negative inside Γt and positive outside
Γt with non-vanishing gradient on Γt, i.e., ∇u 6= 0 on Γt. If ν is taken ν = −∇u/|∇u|,
then

V =
ut

|∇u|
, H = −div ν = div

(
∇u
|∇u|

)
so that V = H is

ut − |∇u|div
(

∇u
|∇u|

)
= 0. (1.2)

We consider (1.2) not only on Γt but also in whole Rn. This means that we ask each
level-set of u moves by its (n − 1) times mean curvature. The equation (1.2) is called
the level-set mean curvature flow equation. In this paper, we simply call it the level-set
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equation. The equation (1.2) is degenerate in the direction orthogonal to each level-set
since each level set moves independently from other level sets. One needs a weak notion
of a solution. The notion of viscosity solutions fits well. It turns out that there exists a
unique global-in-time viscosity solution u for any bounded uniformly continuous initial
data u0, i.e., u0 ∈ BUC(Rn) with the property that u ∈ BUC (Rn × [0, T ]) for any
T > 0; see e.g, [G]. For given Γ0 ⊂ Rn, we take u0 ∈ BUC(Rn) such that

Γ0 =
{
x ∈ Rn

∣∣ u0(x) = 0
}
. (1.3)

Such u0 always exists by taking u0(x) = dist(x,Γ0)∧ δ for δ > 0, where a∧ b = min(a, b).
Our generalized solution to the mean curvature flow equation V = H is given as

Γt =
{
x ∈ Rn

∣∣ u(x, t) = 0
}
, t ≥ 0, (1.4)

where u is the viscosity solution of (1.2) with u|t=0 = u0. Fortunately, the set Γt only
depends on Γ0. It is even independent of the choice of the orientation ν since the mean
curvature flow is orientation free; see e.g. [ES] and [G]. We may take u0 ≥ 0 so that
u ≥ 0. We call {Γt} as the level-set flow starting from Γ0 or with initial data Γ0.

To handle the prescribed boundary Σ, it turns out that it is reasonable to consider
an obstacle problem for (1.2). We consider (1.2) with constraint

ψ− ≤ u ≤ ψ+ in Rn × (0,∞), (1.5)

where ψ± is uniformly continuous in Rn × [0, T ] for any T > 0 such that{
x ∈ Rn

∣∣ ψ±(x, t) = 0
}
= Σ. (1.6)

The functions ψ+ is called an upper obstacle and ψ− is called a lower obstacle. Such
ψ± exists for example by taking ψ± = ±dist(x,Σ). Such an obstacle problem is studied
by G. Mercier [M]. It is known in [M] that there exists a unique global-in-time viscosity
solution u to (1.2) with (1.5) and the initial condition u(·, 0) = u0 on Rn satisfying

ψ−(·, 0) ≤ u0 ≤ ψ+(·, 0).

The resulting level-set flow only depends on Γ0 and Σ and independent of the choice of
ψ± and u0. Since (1.2) is orientation-free, we may assume u0 ≥ 0 so that u ≥ 0 and a
lower obstacle ψ− is unnecessary. Thus, we consider (1.2) with

0 ≤ u ≤ ψ+ in Rn × (0,∞) and 0 ≤ u0 ≤ ψ+(·, 0) in Rn

under (1.6) and (1.3). We call Γt defined by (1.4) through the viscosity solution of the
level-set equation with obstacle ψ+ the level-set flow with obstacle Σ and initial data Γ0.
The level-set flow with obstacle Σ and initial data Γ0 can be obtained for arbitrary closed
set Σ and Γ0 in Rn. The set Σ can be a single point or can have an interior. We propose
that this is a generalized solution to a mean curvature equation (1.1) with a prescribed
boundary Σ when Σ is a codimension two manifold.

Our main goal in this paper is to prove that our level-set flow with obstacle Σ is
consistent with classical solution to (1.1) and a level-set flow constructed by P. Sternberg
and W. P. Ziemer [SZ] when Σ is on the boundary ∂U of strictly mean-convex bounded
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C2 domain U in Rn, i.e., the inward mean curvature of ∂U is positive. These simple
looking problems turn to be nontrivial.

More precisely, let us consider
vt − div

(
Dv

|Dv|

)
|Dv| = 0 in U × (0,∞)

v(·, 0) = v0 on U

v(·, t) = g on ∂U × (0,∞),

(1.7)

where U is a strictly mean-convex bounded C2 domain in Rn satisfying Σ ⊂ ∂U . Here,
v0 ∈ C(U) and g ∈ C(∂U) are functions satisfying v0|∂U = g, and

Σ =
{
x ∈ ∂U

∣∣ g(x) = 0
}
.

In [SZ], the unique existence of global-in-time viscosity solutions v ∈ C
(
U × [0,∞)

)
to

(1.7) is well established. It should be emphasized that the viscosity solution to (1.7)
established in [SZ] satisfies the boundary condition in the classical sense (not in the sense
of viscosity solutions). In this paper, we establish

Theorem 1.1. Let Σ and Γ0 be compact sets in Rn with Σ ⊂ Γ0. Assume that there is a
bounded C2 domain U with strictly mean-convex boudary ∂U containing Σ and Γ0\Σ ⊂ U .
Let v be the viscosity solution in U × (0, T ) of (1.7) with v0 = dist(x,Γ0) and g = v0|∂U ,
and set

ΓU
t := {x ∈ Rn | v(x, t) = 0}.

Let Γt be the level-set mean curvature flow with obstacle Σ starting from Γ0. Then
ΓU
t = Γt for 0 ≤ t < T . In particular ΓU

t is independent of U .

Here, we briefly explain our strategy to prove Theorem 1.1. First let us take v0 ∈ C(U)
and g ∈ C(∂U) so that v0(x) := dist(x,Γ0) for x ∈ U , and g = 0 on Σ and g > 0 outside
of Σ. Let v be the viscosity solution to (1.7). Define an upper obstacle ψ̃+ by

ψ̃+(x, t) := v(x, t) + σ(x) for x ∈ U, t ≥ 0,

where σ ∈ C(U) is a give function satisfying σ = 0 on ∂U and σ > 0 in U . We extend ψ̃+

outside U so that the extended one ψ+ is positive outside U and ψ+ ∈ BUC (Rn × [0,∞)).
We note that

{
x
∣∣ ψ+(x, t) = 0

}
= Σ for all t ≥ 0. Let u be the viscosity solution of

(1.2) with obstacle ψ+ and initial data u0. Let Γt be the level-set flow with obstacle Σ
starting from Γ0. Since U is strictly mean-convex, we observe that dist(x, U) is a viscosity
subsolution of the obstacle problem near ∂U . By simple comparison, u ≥ dist(x, U) so
that Γt\U = ∅. One is able to construct a little bit smaller strictly mean-convex C2

domain V such that V is contained in U except near Σ and Σ ⊂ ∂V . By comparison
with dist(x, V ), we even conclude that u > 0 on ∂U\Σ. By comparison, we conclude that
u ≤ v in U , which implies ΓU

t ⊂ Γt and that u is a viscosity solution of (1.2) in U with no
obstacle. Since u > 0 on ∂U\Σ, we are able to renormalize the value of u on ∂U so that
v ≤ θ ◦ u on ∂U , where θ ∈ C[0,∞) is some increasing function such that θ(0) = 0. By
the invariance θ◦u is a viscosity solution to (1.2) in U (with no obstacle). By comparison
v ≤ θ ◦ u in U , which implies that Γt ⊂ ΓU

t . We thus conclude that Γt = ΓU
t . We give

the detail of the proof in Section 3.
Next, we prove the consistency with classical solutions along the line of [ES] (see also

[GG1]) with extra care near Σ.
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Theorem 1.2. Let {Γs
t}0≤t≤T be a continuous family (in the sense of Hausdorff distance)

of compact evolving hypersurfaces in Rn that contains a k codimensional (n − k dimen-
sional) C2 submanifold Σ (independent of t possibly having a C2 geometric boundary)
with k ≥ 2. Assume that {Γs

t}0≤t≤T is C2,1 outside Σ and satisfies the mean curvature
flow equation V = H outside Σ with initial data Γs

t |t=0 = Γ0, which is C2 outside Σ. Let
{Γt}t≥0 be a level-set mean curvature flow with obstacle Σ. If Γt|t=0 = Γ0, then Γs

t = Γt

for 0 ≤ t ≤ T .

By C2,1, we mean that Γs
t is C2 in space and C1 in time t; for precise definition,

see [G, Chapter 1]. Theorem 1.2 evidently contains the problem (1.1) when Σ is a 2-
codimensional submanifold. It also applies the case when Σ has a boundary of lower
dimension; see Figure 4.

Figure 4: example of Σ

This paper is organized as follows. In Section 2, we review a few basic facts on obstacle
problems for a general spatially homogeneous equations including level-set flow equations.
In particular, we prove the spatially Lipschitz property and time Hölder continuity of a
viscosity solution of the level-set flow equation provided that the initial data and obstacle
is Lipschitz continuous. This improves the results in [GTZ]. In Section 3, we compare
the level-set flow with obstacle Σ to the level-set flow constructed by [SZ] when Γ0 is U ,
where U is a strictly mean-convex bounded C2 domain. In particular, we prove Theorem
1.1. In Section 4, we compare with our solution to smooth solutions. In particular, we
prove Theorem 1.2. In Section 5, we give a few perspectives for further study.

The second author is grateful to Professor Tatsuya Miura for pointing out [Amb, AM]
related to Lemma 4.1.

2 Basic properties for obstacle problems

In this section as in [M], we recall several basic results for obstacle problems which applies
to our level-set equation. Instead of stating just for (1.2), we shall state them for general
equations.

2.1 Obstacle problems

We consider an evolution equation of the form

ut + F (∇u,∇2u) = 0. (2.1)
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The equation (1.2) corresponds to the case

F (p,X) = − trace

((
I − p⊗ p

|p|2

)
X

)
. (2.2)

The standard set of assumptions for F (see [CGG, G]) including this example is

(F1) F : (Rn\0)× Sn → R is continuous;

(F2) (degenerate ellipticity) F (p,X) ≤ F (p, Y ) if X ≥ Y , p ∈ Rn\{0};
(F3) −∞ < F∗(0, O) = F ∗(0, O) <∞.

Here Sn denotes the space of all real symmetric matrices and X ≥ Y means that X−Y is
a nonnegative definite matrix. The function F ∗, F∗ are upper and lower semicontinuous
envelope of F , respectively. Namely,

F ∗(p,X) = lim sup
q→p,Y→X

F (q, Y ),

F∗(p,X) = lim inf
q→p,Y→X

F (q, Y ).

We consider (2.1) under constraint ψ− ≤ u ≤ ψ+. The definition of viscosity solutions for
bilateral obstacle problems is rather standard, see e.g. [Ya] but we give it for completeness.

Definition 2.1. Let Ω be an open set in Rn and T > 0 and Q = Ω× (0, T ). Let ψ± be
a continuous function satisfying ψ− ≤ ψ+ in Q.

(i) A function u : Q→ R∪{−∞} is a viscosity subsolution of (2.1) with obstacles ψ±

in Q if

(a) u∗(x, t) <∞ for (x, t) ∈ Q;

(b) φt(x̂, t̂)+F∗
(
∇φ(x̂, t̂),∇2φ(x̂, t̂)

)
≤ 0 whenever

(
φ, (x̂, t̂)

)
∈ C2(Q)×Q satisfies

max
Q

(u∗ − φ) = (u∗ − φ)(x̂, t̂)

and u∗(x̂, t̂) > ψ−(x̂, t̂);

(c) ψ− ≤ u∗ ≤ ψ+ in Ω× [0, T ).

(ii) A function u : Q → R ∪ {+∞} is a viscosity supersolution of (2.1) with obstacles
ψ± in Q if

(a) u∗(x, t) >∞ for (x, t) ∈ Q;

(b) φt(x̂, t̂) + F ∗ (∇φ(x̂, t̂),∇2φ(x̂, t̂)
)
≥ 0 whenever

(
φ, (x̂, t̂)

)
∈ C2(Q)×Q satis-

fies

min
Q

(u∗ − φ) = (u∗ − φ)(x̂, t̂)

and u∗(x̂, t̂) < ψ+(x̂, t̂);

(c) ψ− ≤ u∗ ≤ ψ+ in Ω× [0, T ).

(iii) If u is simultaneously a viscosity sub- and supersolution of (2.1) with obstacles ψ±

in Q, then u is said to be a viscosity solution.
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The function ψ+ (resp., ψ−) is called an upper (resp., a lower) obstacle. Our definition
trivially extends to the problem with upper obstacle ψ+ only by taking ψ− ≡ −∞. Our
definition is slightly different from [M] since we do not include initial data in our definition.
The definitions in [ES] and [CGG] (without ψ±) given for F in (2.2) are different each
other at the place where ∇φ(x̂, t̂) = 0 but it turns out that they are equivalent as proved
by [BG]; see also [G, Proposition 2.2.8] for general F satisfying (F1) – (F3).

As already pointed out in [M] (see also [CIL, Example 1.7]), u is a viscosity subsolution
of (2.1) with obstacles ψ± if and only if u is a viscosity subsolution of

G(x, t, u, ut,∇u,∇2u) = 0

with

G(x, t, r, τ, p,X) = max
(
min

(
τ + F (p,X), r − ψ−(x, t)

)
, r − ψ+(x, t)

)
.

This approach is useful to discuss stability of viscosity solutions, but to establish com-
parison principle, the evolutional structure like ut + F (∇u,∇2u) = 0 is a key.

Here is a fundamental unique existence result.

Proposition 2.2. Assume (F1) – (F3). Assume that ψ± be uniformly continuous in
Rn×[0, T ] for any T > 0 and ψ− ≤ ψ+. Assume that u0 ∈ BUC(Rn) with ψ− ≤ u0 ≤ ψ+

in Rn × {0}. Then there exists a unique viscosity solution u to (2.1) with obstacles ψ±

in Rn × (0, T ) such that u(x, 0) = u0(x) and u ∈ BUC (Rn × [0, T ]).

This is stated in [M, Theorem 1] under additional assumption that ψ± are bounded
and that F is assumed to be geometric in the sense of [CGG], i.e.,

F (λp, λX + σp⊗ p) = λF (p,X) for all λ > 0, σ ∈ R, p ∈ Rn\{0}, X ∈ Sn (2.3)

However, it is unnecessary. The basic strategy is by now standard. We first establish
a comparison principle as in [M], which is an adaptation of the standard strategy [CIL,
Theorem 8.2] and a technique found in [GGIS, Theorem 4.1], where the comparison
principle is established for general equations including (2.1) but without obstacles; see
[G, Theorem 3.1.4]. Once the comparison principle has been established, the existence of
a viscosity solution can be established by what is called Perron’s method by constructing
a barrier near initial data. The uniqueness follows from the comparison principle. We
give here a simple version of the comparison principle for uniformly continuous functions
in Rn for later convenience. In the next section, we give a version in a bounded domain
but for semicontinuous functions.

Proposition 2.3. Assume that (F1) – (F3). For T > 0, let u and v, respectively, be
a viscosity sub- and supersolution of (2.1) in Rn × (0, T ) with obstacles ψ± such that
both u and v are uniformly continuous in Rn × [0, T ]. If u ≤ v at t = 0, then u ≤ v in
Rn × (0, T ].

For the proof see [GGIS] or [M, Proposition 1].
We conclude this subsection by proving regularity of the viscosity solution when both

ψ± and u0 are Lipschitz. In [M], a spatial uniform regularity of a viscosity solution is
estimated as

|u(x, t)− u(y, t)| ≤ ω
(
eLt|x− y|

)
,
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where ω is a modulus of continuity of the initial data u0 while L is some constant
by extending the result of [Fo, Lemma 2.15]. We shall prove the Lipschitz preserving
property which is an extension of results without obstacles ([GGIS], [G, Chapter 3.5]).

Theorem 2.4. Assume that (F1) – (F3). Let u be the viscosity solution of (2.1) with
obstacles ψ± and initial data u0. Assume that u0, ψ

± are Lipschitz continuous with
constant L. Then

(i) u is Lipschitz in space with constant L, i.e.,

|u(x, t)− u(y, t)| ≤ L|x− y| for x, y ∈ Rn, t > 0. (2.4)

Moreover,

(ii) u is 1/(1 + α)-Hölder continuous in time, i.e.,

|u(x, t)− u(x, s)| ≤ C|t− s|1/(1+α) for t, s ≥ 0, x ∈ Rn (2.5)

with some constant C (independent of t, s and x) provided that α > 0 satisfies

cM := sup
|p|≤M,X∈Sn

|F (p,X)|
/
(|X|+ 1)α <∞ (2.6)

for any M > 0 and that ψ is independent of time. In particular, when F is given
in (2.2) so that α = 1, u is 1/2-Hölder continuous in time.

Remark 2.5. A similar Lipschitz continuity of u is proved in [GTZ]

F (p,X) = − trace

((
I − p⊗ p

|p|2

)
X

)
+ k|p|, k ∈ R (2.7)

under additional regularity assumptions on the initial data. Time regularity was not men-
tioned. Our proof is a modification of the proof given in [GP] for spatially inhomogeneous
crystalline mean curvature flow corresponding to the case α = 1.

Proof. We first prove the Lipschitz continuity. We set

u+(x, t) := (u(x+ z, t) + L|z|) ∧ ψ+(x, t),

u−(x, t) := (u(x+ z, t)− L|z|) ∨ ψ−(x, t)

for x, z ∈ Rn and t ∈ [0, T ). Here, a ∧ b = min(a, b), a ∨ b = max(a, b) for a, b ∈ R.
We shall claim u+ is a viscosity supersolution and u− is a viscosity subsolution to the
obstacle problem, respectively, satisfying u+ ≥ u0 ≥ u− at t = 0.

Here, we only prove the claim for u+. One hand, by definition u+ ≤ ψ+, and we have

u(x+ z, t) + L|z| ≥ ψ−(x+ z, t) + L|z| ≥ ψ−(x, t)

by using the fact that ψ− is L-Lipschiz. It means

ψ−(x, t) ≤ u+(x, t) ≤ ψ+(x, t) (2.8)

for all (x, t) ∈ Rn × [0, T ). On the other hand, since the initial data u0 is L-Lipschiz, we
arrive at

u(x+ z, 0) + L|z| = u0(x+ z) + L|z| ≥ u0(x), (2.9)
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which implies u+(x, 0) ≥ u0(x). Next, we prove u+ satisfies (2.1). Let φ be a smooth
test function, (x̂, t̂) be a minimum point, such that

u+(x̂, t̂)− φ(x̂, t̂) ≤ u+(x, t)− φ(x, t),

and assume u+(x̂, t̂) < ψ+(x̂, t̂). By definition of u+, u+(x̂, t̂) = u(x̂+ z, t̂) + L|z|, which
implies We have

u(x̂+ z, t̂) + L|z| − φ(x̂, t̂) ≤ u(x+ z, t) + L|z| − φ(x, t). (2.10)

Now, we set y = x+ z, ŷ = x̂+ z, and define φ(x, t) = ϕ(x+ z, t), then (2.10) becomes

u(ŷ, t̂)− ϕ(ŷ, t̂) ≤ u(y, t)− ϕ(y, t). (2.11)

Thus u− ϕ attains its minimum at (ŷ, t̂). We also have

u(ŷ, t̂) = u(x̂+ z, t̂) < ψ+(x̂, t̂)− L|z| ≤ ψ+(x̂+ z, t̂) = ψ+(ŷ, t̂).

As u is a viscosity supersolution at (ŷ, t̂), we deduce that(
ϕt + F ∗(∇ϕ,∇2ϕ)

)
(ŷ, t̂) ≥ 0.

Besides, since ϕt(ŷ, t̂) = φt(x̂, t̂), ∇ϕ(ŷ, t̂) = ∇φ(x̂, t̂), we obtain(
ϕt + F ∗(∇ϕ,∇2ϕ)

)
(x̂, t̂) ≥ 0.

Consequently, u+ is a viscosity supersolution. Similarly, we can prove u− is a viscosity
subsolution. By the comparison principle (Proposition 2.3), u− ≤ u ≤ u+, which means

u(x+ z, t)− L|z| ≤ u(x, t) ≤ u(x+ z, t) + L|z|.

Therefore,
|u(x+ z, t)− u(x, t)| ≤ L|z|.

We next prove the Hölder continuity in time. By Lipschitz continuity (2.4), we have

u(x, t)− u(x0, t) ≤ L|x− x0| ≤ L
(
δ + |x− x0|2

)1/2
for δ > 0.

We set

v+(x, t) := h(x, t) ∧ ψ+(x, t),

h(x, t) := L
(
ctδ−α/2 +

(
δ + |x− x0|2

)1/2)
+ u0(x0).

We claim that v+ is a viscosity supersolution of (2.1) with obstacles ψ± provided that c
is taken sufficiently large (independent of δ < 1). In the place where v+(x, t) = ψ+(x, t),
nothing has to be done. We may assume that v+(x, t) = h(x, t). Since |∇h| ≤ L,
|∇2h| ≤ L/δ1/2, the assumption (2.6) implies that

∣∣F ∗(∇h,∇2h)
∣∣ ≤ cL

(
L

δ1/2
+ 1

)α

≤ C ′
Lδ

−α/2
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with some C ′
L independent of δ > 0. Thus, if c > C ′

L/L, then

ht + F ∗(∇h,∇2h) ≥ Lcδ−α/2 − C ′
Lδ

−α/2 ≥ 0.

Since u0 is Lipschitz in space and satisfies u0 ≥ ψ−, we observe that

h(x, t) ≥ Lctδ−α/2 + u0(x) ≥ ψ−(x).

Thus, ψ− ≤ v+ ≤ ψ+ so v+ is a viscosity supersolution. Since v+(x, 0) ≥ u0(x), by the
comparison principle (Proposition 2.3), we arrive at

u(x0, t) ≤ v+(x0, t) ≤ h(x0, t) ≤ u0(x0) + L(ctδ−α/2 + δ1/2)

for any x0 ∈ Rn. We thus obtain

u(x, t) ≤ u0(x) + L(ctδ−α/2 + δ1/2).

A symmetric argument implies that

u(x, t) ≥ u0(x)− L(ctδ−α/2 + δ1/2).

We take δ so that ctδ−α/2 = δ1/2 to obtain

|u(x, s)− u(x, 0)| ≤ As1/(1+α) for s > 0

with A = 2Lc1/(1+α). If one considers u(x, t) as a initial data, we conclude that

|u(x, t+ s)− u(x, t)| ≤ As1/(1+α) for s ≥ 0

and this is the desired estimate.

Remark 2.6. The function v± is often called a barrier which prevents a sudden jump of
a viscosity solution at t = 0. A standard choice is

h(x, t) = L

(
ct

δ
+ δ +

|x− x0|2

4δ

)
+ u0(x0)

by observing |x| ≤ δ + |x − x0|2/4δ. This choice is not convenient if F (p,X) is of the
form (2.7) with k 6= 0 since |∇h| is unbounded and |∇h| → ∞ as δ ↓ 0.

2.2 Orientation free motion

We consider a general surface evolution

V = f(ν,A) (2.12)

for an evolving hypersurface {Γt}, where A denotes the second fundamental form in
the direction of ν. If f(ν,A) = traceA, the equation becomes the mean curvature flow
equation V = H. If each level set of a viscosity solution of (2.1) satisfies (2.12), i.e., (2.1)
is the level-set equation of (2.12), then the equation is geometric, i.e., F satisfies (2.3).
Conversely, if (2.1) satisfies (2.3), then it is a level-set equation of (2.12) provided that F
satisfies (F1) and (F2); see [GG] or [G, Theorem 1.6.12]. Without (F2), (2.1) with (2.3)
may not be a level-set equation of any (2.12); [GG] or [G, Subsection 1.6.4].

The assumption (F3) corresponds the growth condition of (2.12) of f with respect to
A. It is fulfilled if the growth is sublinear or linear in A; see [G, Subsection 1.6.5].

The evolution of each level set is determined by the corresponding initial level set and
the level set of an obstacle function.
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Proposition 2.7. Assume the same hypotheses of Proposition 2.2 concerning F , u0 and
ψ±. Let

S± =
{
(x, t) ∈ Rn × [0, T ]

∣∣ ψ±(x, t) = 0
}
.

Let u be the viscosity solution of (2.1) with obstacles ψ± in Rn × (0, T ) and initial data
u0. Then the set

Dt =
{
x
∣∣ u(x, t) > 0

}
(resp., Et =

{
x
∣∣ u(x, t) ≥ 0

}
), t ∈ [0, T )

is uniquely determined by D0 (resp., E0) and S
±, and it is independent of the choice of

u0 and ψ±.

If the equation (2.12) is orientation-free, i.e., in the corresponding equation (2.1)

F (−p,−X) = −F (p,X), p ∈ Rn\{0}, X ∈ Sn (2.13)

holds, then we are able to conclude a stronger statement.

Proposition 2.8. Assume the same hypotheses of Proposition 2.7 concerning u0, ψ
±

and u. Assume further (2.13). Then the set Γt =
{
x
∣∣ u(x, t) = 0

}
(t ≥ 0) uniquely

determined by Γ0 and S = S+∪S− and independent of the choice of u0, ψ±. In particular,
we may assume u0 ≥ 0 so that u ≥ 0 and ψ− = −∞, ψ+ ≥ 0.

For orientation-free motion, we give a definition of a level-set flow with obstacle. For
simplicity, we assume that the obstacle is standing, i.e., the cross-section of S

S(t) =
{
x ∈ Rn

∣∣ (x, t) ∈ S
}

is independent of time. In this case, we write S(t) = Σ ⊂ Rn.

Definition 2.9. Let Σ and Γ0 be closed sets in Rn. Assume that (2.12) is orientation-
free and its level-set equation (2.1) satisfies (F1) – (F3). We say that a family of closed
sets {Γt}t∈(0,T ) is a level-set flow of (2.12) with obstacle Σ and initial data Γ0 if there
exists a nonnegative viscosity solution u ∈ BUC (Rn × [0, T )) of (2.1) in Rn×(0, T ) with
upper obstacle ψ+ ≥ 0 such that

Γt =
{
x ∈ Rn

∣∣ u(x, t) = 0
}
, Σ =

{
x ∈ Rn

∣∣ ψ+(x, t) = 0
}

for t ∈ [0, T ),

where ψ+ is uniformly continuous in Rn × [0, T ].

Since the mean curvature flow equation is orientation-free, Definition 2.9 is sufficient
to handle a level-set mean curvature flow with obstacles.

Proposition 2.8 is proved in [M] at least for (2.1) with (2.2). The basic strategy to
prove both Propositions 2.7 and 2.8 is the same to the case without obstacles. Key
ingredients are the invariance lemma (stated in the next subsection) which guarantees
invariance under the change of dependent variables as well as comparison principle as in
[ES, CGG] at leastDt and Et are bounded. The proof for unbounded case is more involved
but it is still valid; see e.g. [G, Theorem 4.2.11]. If the equation (2.12) is orientation-
free, then |u| is also a viscosity solution with obstacles |ψ+|, |ψ−|. Such observation was
found in [ES] for (2.1) with (2.2) with no obstacles; see [G, Subsection 4.2.2] for general
orientation-free motion.
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2.3 Avoidance principle

As already pointed out in [ES], the Lipschitz preserving property (Theorem 2.4) implies
the avoidance principle of two level-set flows stated below. Let dist(A,B) denote the
distance of two sets A and B, i.e.,

dist(A,B) = inf
{
|x− y|

∣∣ x ∈ A, y ∈ B
}
.

If A is a singleton {x}, we simply write dist(x,B) instead of dist ({x}, B).

Corollary 2.10. Assume the same hypothesis of Definition 2.9 concerning (2.12). For
T > 0, let {Γi

t}t∈(0,T ) be a level-set flow of (2.12) with obstacle Σi and initial data Γi
0,

where Σi and Γi
0 with Σi ⊂ Γi

0 are closed sets in Rn for i = 1, 2. Then

dist(Γ1
t ,Γ

2
t ) ≥ dist(Γ1

0,Γ
2
0) for t ∈ (0, T )

provided that Σ2 = ∅ and inf
{
dist(Γ2

t ,Σ
1)
∣∣ t ∈ (0, T )

}
> 0.

Proof. We may assume that dist(Γ2
t ,Σ

1) ≥ 1 by dilation. We set

u0(x) =


M dist(x,Γ1

0) ∧
d

2
if dist(x,Γ2

0) ≥
d

2
,(

d− dist(x,Γ2
0)
)
∨ d

2
if dist(x,Γ2

0) <
d

2
,

where d = dist(Γ1
0,Γ

2
0) and M > 1; see Figure 5.

Figure 5: graph of u0

By definition, u0(x) is continuous on the set{
x ∈ Rn

∣∣ dist(x,Γ2
0) =

d

2

}
.

Thus, u0 is Lipschitz on Rn with constant M . By definition,

u0(x) ≤M dist(x,Σ1) =: ψ+(x).

Let u be the viscosity solution of (2.1) with obstacle ψ+ and initial data u0. By definition,

Γ1
t =

{
x ∈ Rn

∣∣ u(x, t) = 0
}
.
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We have assumed that dist(Γ2
t ,Σ

1) ≥ 1 for t ∈ (0, T ). Thus,

Γ2
t ∩
{
x ∈ Rn

∣∣M dist(x,Σ1) ≤ 1
}
= ∅.

Since the equation is orientation free, d− u solves (2.1) without obstacle, and

Γ2
t =

{
x ∈ Rn

∣∣ u(x, t) = d
}
.

Since u(·, t) is spatially Lipschitz with constant M by Theorem 2.4, this implies that
dist(Γ2

t ,Γ
1
t ) ≥ d/M . Sending M ↓ 1, the proof of Corollary 2.10 is now complete.

As an application, one is able to construct an example of neck-pinching by using
Angenent’s self-similar shrinking torus (doughnut) as observed in [An]; note that the
shrinking doughnut does not touch Γt by Corollary 2.10. See Figure 6.

In Corollary 2.10, the assumption Σ2 = ∅ is necessary. See Figure 7. The assumption

Figure 6: example of pinching Figure 7: Γ1
t hits the upper part of Σ

2

in finite time.

inf
{
dist(Γ2

t ,Σ
1)
∣∣ t ∈ (0, T )

}
> 0 is also necessary as Figure 8 shows.

Figure 8: Γ2
t hits Σ1

Remark 2.11. As already indicated, there are instant fattening phenomena. Such an
example is given in [M]. We recall his example and see the behavior right after the
fattening. Let Γ0 be a unit circle (centered at the origin) and Σ consists of three different
points on Γ0. (In [M] Σ forms an equilateral triangle, but it is unnecessary.) Then Γt has
an interior instantaneously and its outer boundary consists of the three curvature flow
with the Dirichlet boundary condition. Its inner boundary is the circle of radius

√
1− 2t

centered at the origin. See Figure 9. Note that as in the case without obstacle [G], it is
possible to prove that t 7−→ Γt is left continuous in the Hausdorff distance sense, and this
fattening example of course does not violate this continuity despite Γt has an interior.
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Figure 9: fattening

3 Dirichlet problems versus obstacle problems

A level-set method for the Dirichlet problem has been established only when the initial
surface Γ0 is contained in a strictly mean-convex domain [SZ]. We shall compare a level-
set mean curvature flow with an obstacle to their solution. In other words, we shall prove
Theorem 1.1. We first recall their main theorems.

Proposition 3.1 ([SZ, Theorems 2.5, 2.6]). Let U be a bounded C2 domain in Rn.
Assume that ∂U is strictly mean-convex. Let v0 ∈ C(U) and g ∈ C(∂U) with v0 = g on
∂U . Then there is a unique viscosity solution v ∈ C

(
U × [0,∞)

)
to the level-set equation

(1.2) in U with v = g on ∂U and v|t=0 = v0.

Proposition 3.2 ([SZ, Remark 2.8]). The set ΓU
t =

{
x ∈ Rn

∣∣ v(x, t) = 0
}
depends only

on Γ0 =
{
x ∈ U

∣∣ v0(x) = 0
}
.

We shall compare our level-set flow with obstacle to this flow. For the proof of
Theorem 1.1, we recall following general principles which are well known for the level-
set equations without obstacles; see e.g. [G]. However, it is not difficult to extend such
results to obstacle problems.

Lemma 3.3 (Invariance lemma). Assume that (F1), (F2) and (2.3). Let D be a domain
in Rn and T > 0. Let θ be a continuous, nondecreasing function in R. If u is a viscosity
subsolution (resp., supersolution) of the level-set equation (2.1) of (2.12) in D × (0, T )
with obstacles ψ±, then (θ◦u)(x, t) = θ (u(x, t)) is a viscosity subsolution (resp., superso-
lution) with obstacles θ ◦ ψ±. If the equation (2.12) is orientation-free, the monotonicity
of θ is unnecessary. In particular, θ(σ) = |σ| is allowed.

See e.g. [G, Theorem 4.2.1], [CGG], [ES] without ψ+ for the proof.

Lemma 3.4 (Comparison principle). Assume that (F1) – (F3). Let D be a bounded
domain in Rn and T > 0. Let u and v, respectively, be a viscosity sub- and supersolution
of (2.1) in D with upper obstacle ψ+ ∈ C

(
D × [0, T )

)
. Assume that u∗ ≤ v∗ on (∂D ×

[0, T )) ∪ (D × {0}). Then u∗ ≤ v∗ in D × [0, T ).

See e.g. [G, Theorem 3.3.1] without ψ+ for the proof.
We modify a mean-convex domain U . For a set S ⊂ Rn and δ > 0, let Uδ(S) denote

its δ-neighborhood, i.e.,

Uδ(S) =
{
x ∈ Rn

∣∣ dist(x, S) < δ
}
.
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If S is a singleton, i.e., S = {p}, p ∈ Rn, Uδ(S) is nothing but an open ball B̊δ(p) centered
at p with radius δ.

Lemma 3.5. Let U be a bounded C2 domain in Rn with strictly mean-convex boundary
∂U . Assume that Σ is a compact set in ∂U . Then, for δ, δ′ > 0 with δ′ < δ, there is
a bounded C2 domain V ⊂ U in Rn with strictly mean-convex boundary ∂V such that
V \Uδ(Σ) ⊂ U , V ∩ Uδ/2(Σ) = U ∩ Uδ/2(Σ), V \Uδ′(∂U) = U\Uδ′(∂U).

Proof. Let δ > δ′ > 0 be sufficiently small. For a point p ∈ ∂U\Uδ(Σ), we shall push
∂U a little bit inside near p. For a neighborhood of p ∈ ∂U , up to a rotation U can be
represented as

U ∩Bn
R(p) =

{
x = (x′, xn) ∈ Bn

R(p) ⊂ Rn
∣∣ xn > h(x′), x′ ∈ Bn−1

R (p′)
}

(3.1)

with some C2 function h satisfying h(p′) = pn provided that R > 0 is taken sufficiently
small, where Bm

R (q) denotes the closed ball in Rm with radius R centered at q ∈ Rm

and p = (p′, pn). Since ∂U is strictly mean-convex, there is a nonnegative C2 function σ
which is zero outside Bn

R/2(p) such that that σ(x′) > 0 in B̊n
R/2(p) and that

V (p) =
{
x ∈ Bn

R(p)
∣∣ xn > h(x′) + σ(x′), x′ ∈ Bn−1

R (p′)
}

has still strictly mean-convex boundary ∂Vp in Bn
R(p). We take R small so that R < δ.

We then define a domain pushed at p as

Pp(U) = (U\Bn
R(p)) ∪ V (p).

We may assume that Pp(U)\Uδ′(∂U) = U\Uδ′(∂U) by taking σ small. By definition,
Pp(U) ⊂ U with

∂ (Pp(U)) ∩ ∂U = ∂U\Bn
R/2(p) ⊃ Σ

and ∂ (Pp(U)) is still strictly mean-convex, note that ∂ (Pp(U)) = ∂U in Bn
R(p)\Bn

R/2(p)

so Pp(U) ∩ Uδ/2(Σ) = U ∩ Uδ/2(Σ). See Figure 10.

Figure 10: a pushed domain

Since ∂U\Uδ(Σ) is compact, we are able to cover ∂U\Uδ(Σ) by finitely many local
coordinate patches. More precisely, there are finitely many points {pi}ki=1 and R > 0 such

that ∂U\Uδ(Σ) ⊂
⋃k

i=1 B̊
n
R/2(pi) and in each Bn

R(pi) the set U ∩Bn
R(p) is represented as

(3.1) up to translation. We may assume that |pi − pj | > R/2 if i 6= j, 1 ≤ i, j ≤ k. We
push U in finitely many times to get desired V . More precisely, we set

V1 = U, Vj = Ppj−1(Vj−1) for j = 2, . . . , k + 1, V = Vk+1.
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Since |pi−pj | > R/2 for i 6= j, we see that pj ∈ ∂Vj−1 and B
n
pj (R) is still coordinate patch

of Vj−1 provided that σ is taken sufficiently small for each step. Thus our construction
is well defined. By the property of pushing, we easily observe that our V satisfies all
desired properties.

For a strictly mean-convex domain U , the distance function dist(x,U) is a standing
(time-independent) viscosity subsolution of the level-set equation in some neighborhood
of U .

Lemma 3.6. Let U be a bounded C2 domain in Rn with strictly mean-convex boundary.
Then dist(x,U) is a standing viscosity subsolution of the level-set equation (1.2) in Uδ(U)
for sufficiently small δ > 0.

Proof. Let n be the inward unit normal vector field of ∂U . Let κi(x) (1 ≤ i ≤ n− 1) be
principal curvatures of ∂U in the direction of n. As in [GT, Chapter 14, Appendix] (see
also the proof of Lemma 4.1), the principal curvatures κdi (y) for d ∈ R of

Sd =
{
y = x− dn(x)

∣∣ x ∈ ∂U
}

equals

κdi (y) =
κi(x)

1 + dκi(x)
.

The strict mean convexity implies that inf∂U H > 0, where H(x) =
∑n−1

i=1 κi(x). Thus,
for sufficiently small |d|, say |d| < δ,

Hd =

n−1∑
i=1

κdi (y) > 0 on y ∈ Sd.

We set a signed distance

w(x) =

{
dist(x,U), x ∈ Rn\U
−dist(x,Rn\U), x ∈ U

and observe that w is C2 in a neighborhood of ∂U since ∂U is C2 (see [GT, KP]). Since
n = −∇w/|∇w| and Hd = −divn, we conclude that

−div (∇w/|∇w|) ≤ 0

in Uδ(∂U). Thus, w is a standing (time-independent) viscosity subsolution of (1.2) in
Uδ(∂U). By definition, w∨0 = max(w, 0) is also a viscosity subsolution. Thus, dist(x,U)
is a viscosity subsolution of (1.2) in Uδ(U).

To compare two level-set flows, it is convenient to recall a renormalization lemma.

Lemma 3.7. Let g1 and g2 are two nonnegative continuous functions on a compact set
K in Rn. Assume that{

x ∈ K
∣∣ g2(x) = 0

}
⊂
{
x ∈ K

∣∣ g1(x) = 0
}
.

Then, there is θ ∈ C([0,∞)) which is increasing and θ(0) = 0 such that

g1 ≤ θ ◦ g2 on K.
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For the proof, see [G, Lemma 4.2.9]. Here is a basic idea. We set

θ̃(σ) = sup
{
g1(z)

∣∣ z ∈ K, g2(z) ≤ σ
}

and observe that θ̃(σ) ↓ 0 as σ ↓ 0 and nondecreasing. It is not difficult to construct our
desired θ ≥ θ̃.

We are now in position to prove Theorem 1.1.

Proof of Theorem 1.1. Let u be the viscosity solution of the level-set equation (1.2) with
upper obstacle ψ+(x) = dist(x,Σ) and initial data u0 = dist(x,Γ0). By Lemma 3.5, for
δ > 0 there is a bounded C2 domain V ⊂ U with strictly mean-convex boundary ∂V such
that V \Uδ(Σ) ⊂ U , V ∩ Uδ/2(Σ) = U ∩ Uδ/2(Σ), V \Uδ(∂U) = U\Uδ(∂U). By Lemma

3.6, dist(x, V ) is a standing viscosity subsolution of the level-set equation in Uδ(V ). By
the invariance Lemma 3.3, w = δ/2∧ dist(x, V ) is a viscosity subsolution of the level-set
equation in Rn × [0,∞). Since w ≤ ψ+, w is also a viscosity subsolution with obstacle
ψ+. By Lemma 3.3, uδ = u ∧ δ is a viscosity solution with obstacle ψ+ in Rn × (0,∞).
We may assume Γ0 ⊂ V by taking δ and δ′ small since we assume Γ0 \ Σ ⊂ U . Thus
w ≤ u0 ∧ δ at t = 0. By the comparison principle (Lemma 3.4) in BR(0) × (0, T ) for a
large R such that uδ = δ and w = δ/2 outside BR, we observe that w ≤ u. In particular
u > 0 outside V so Γt\V = ∅ for all t ≥ 0. In particular, Γt\Uδ/2(Σ) ⊂ U for all t ≥ 0.
Since δ > 0 is arbitrary, this implies that Γt\Σ ⊂ U so that u > 0 on ∂U\Σ.

We shall prove that ΓU
t ⊂ Γt in U . For the viscosity solution v of the Dirichlet problem

(1.7), we take
ψ+(x, t) = v(x, t) + σ(x) in U × [0,∞),

where σ ∈ C(U) is positive in U and σ = 0 on ∂U . For T > 0 we extend ψ+ outside
U × [0, T ] continuously such that ψ+ > 0 on U

c × [0, T ] such that it equals a positive
constant c on BR(0)

c × [0, T ] for a large R > 0 such that BR(0) ⊃ U . Here, Ac denotes
the complement of A, i.e., Ac := Rn \ A. Let ψ̃+ be such an extension. We take
Ψ+ = ψ̃+ ∨

(
dist(x, U) ∧ c

)
so that Ψ+ > 0 on U

c × [0, T ]. Note that Ψ+(x, t) = 0 if and
only if (x, t) ∈ Σ× [0,∞) so Ψ+ is an obstacle function of Σ. We extend v outside U so
that v = Ψ+ in U c × [0, T ). Let u be the viscosity solution of the level-set equation with
upper obstacle Ψ+ and initial data u0 = v0 = v|t=0 in Rn. By definition, v is a viscosity
supersolution of the level-set equation in BR(0) × (0, T ) with upper obstacle Ψ+. By
comparison principle for the obstacle problem in BR(0) (Lemma 3.4), we conclude that
u ≤ v in BR(0)× (0, T ). Since v = Ψ+ > 0 outside U , this implies that ΓU

t ⊂ Γt.
It remains to prove Γt ⊂ ΓU

t in U . As we already observed, u ≤ v in U × (0, T ) so
u is a viscosity solution of the level-set equation in U × (0, T ) (with no obstacle). The
property Γt\Σ ⊂ U implies that u > 0 on ∂U\Σ. We set

K = (∂U × [0, T ]) ∪ (U × {0})

and g1 = v|K , g2 = u|K and observe that{
(x, t) ∈ K

∣∣ g2(x, t) = 0
}
=
{
(x, t) ∈ K

∣∣ g1(x, t) = 0
}
= Σ× [0, T ] ∪ Γ0 × {0}.

By the renormalizing Lemma 3.7, there is an increasing function θ ∈ C([0,∞)) with
θ(0) = 0 and g1 ≤ θ ◦ g2 on K. By the invariance Lemma 3.3, θ ◦ u is a viscosity solution
of the level-set equation in U × (0, T ) with initial data θ ◦ u0 but without any obstacle.
By the comparison principle (without obstacle) in U × (0, T ), we conclude that v ≤ θ ◦u.
This implies Γt ⊂ ΓU

t in U . The proof is now complete.
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4 Consistency with smooth solutions

We shall prove Theorem 1.2. For this purpose, we shall construct suitable viscosity sub-
and supersolutions based on Γs

t as in [ES], where {Γs
t}0≤t≤T ⊂ Rn is a family of compact

hypersufraces given in Theorem 1.2. We first observe that the distance function dist(x,Σ)
of Σ is a standing viscosity subsolution of the level-set equation (1.2) near Σ.

Lemma 4.1. Let Σ be a C2 compact k codimensional (n − k dimensional) manifold
embedded in Rn possibly with boundary.

(i) There exists δ0 > 0 such that the set Uδ(Σ) is a strictly mean-convex bounded C2

domain in Rn for δ ∈ (0, δ0) provided that Σ has no geometric boundary.

(ii) The function dist(x,Σ) is a standing viscosity subsolution of the level-set equation in
Uδ(Σ) including the case when Σ has n−k−1 dimensional C2 geometric boundary.

Proof. The proof is more or less known [Amb, Remark 4], but we give it for completeness.
We first prove (i). As in [GT, KP], the distance function d(x) := dist(x,Σ) is C2 in

Uδ(Σ)\Σ for a small δ, say δ ∈ (0, δ1]. Indeed, C2 regularity implies that there is the
unique y(x) ∈ Σ such that |x− y(x)| = d(x) for x ∈ Uδ(Σ) for small δ > 0. Note that
y(x) is a critical point of C2 function |x − y| as a function of y ∈ Σ for x ∈ Uδ(Σ)\Σ
and its differential in y is of full rank. By the implicit function theorem y(x) is C1 in
x ∈ Uδ(Σ)\Σ for small δ > 0. Since

x = y(x) + d(x)∇d(x)

and y is C1, ∇d(x) is C1 so that d ∈ C2 (Uδ(Σ)\Σ).
We may assume that Uδ(Σ) is a C

2 domain for δ ∈ (0, δ1]. As discussed in the proof
of Lemma 3.6, we are interested in the evolution of principal curvatures of Sδ = ∂Uδ(Σ)
as δ ↓ 0. This is nowadays standard. See e.g. [AS, Theorem 3.2], [AM, Theorem 2.2]
where evolution of ∇2d2/2 is studied. We consider the evolution of the Hessian matrix
∇2d = (dij)1≤i,j≤n of d, where di = ∂d/∂xi, dij = ∂2d/∂xi∂xj . Assuming for the moment
that Σ is C3 so that dij is C1, we set

M(t) = dij(y + tp), y ∈ Σ, t > 0

for a unit vector p orthogonal to the tangent space TyΣ of Σ at y. We differentiate in
time to get

d

dt
M(t) =

n∑
k=1

dijk(y + tp)pk =
n∑

k=1

dijkdk(y + tp)

since p = ∇d(y + tp). Since
(∑n

k=1 d
2
k

)
i
= 0 so that

∑n
k=1 dikdk = 0, we differentiate in

xj to get
n∑

k=1

dijkdk +
n∑

k=1

dikdkj = 0.

Thus
d

dt
M(t) = −M(t)2, 0 < t < δ. (4.1)
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In the case that Σ is just C2, we interpret dijk as a distribution. For a derivative ∂f/∂xi
of a continuous function f in a domain D ⊂ Rd, one may multiple g ∈ C1(D). Indeed,
we define 〈

g
∂f

∂xi
, φ

〉
:= −

∫
D
f
∂(gφ)

∂xi
dx

for compactly supported smooth function φ in D. Thus (4.1) is also obtained in the sense
of distribution, which agrees with conventional solution.

By the evolution equation (4.1), the eigenvector is chosen independent of t. Let P be
the orthogonal projection to the tangent space TyΣ from Rn. Then limt↓0 (−PM(t)P )
is the second fundamental form of Σ at y in the direction of p. Thus, its eigenvalues are
principal curvatures of Σ in the direction of p (cf. [AM, Theorem 3.5]). Since PM2P =
(PMP )2, the evolution law (4.1) implies that n− k of the (outward) principal curvature
κδi (x) at x ∈ Sδ equals

κδi (x) =
κi(y, p)

1− δκi(y, p)
, x = y + δp, 1 ≤ i ≤ n− k,

where κi(y, p) denotes the i the principal curvature of Σ in the direction of p. Here we
invoke the fact that the eigenvalue of −PM(δ) is the (outward) principal curvature of Sδ
so that (4.1) is reduced to

d

dt
κti =

(
κti
)2
, 1 ≤ i ≤ n− k,

which yields the desired formula of κδi . By (4.1), M(t)t is bounded in t ∈ (0, 1). Thus
η = d2/2 is C2 since

∇2η = d∇2d+∇d⊗∇d.

Since |∇d| = 1, this implies that

(∇2η)p = p with p = ∇d.

In other words,∇2d∇d = ∇d/d. Thus the remaining principal curvature κδj(x) (n−k+1 ≤
j ≤ n− 1) at x ∈ Sδ equals −1/δ. In other words, one of inward curvature of Sδ equals
1/δ. We now complete that the inward mean curvature H has the form

H =
k − 1

δ
−

n−k∑
i=1

κδi (x)

≥ k − 1

δ
− sup

{
n−k∑
i=1

κi(y, p)

1− δκi(y, p)

∣∣∣∣ y ∈ Σ, p ∈ TyΣ, |p| = 1

}
.

Since the second term in the rightest-hand side is bounded in δ, we conclude that
infx∈Sδ

H(x) > 0 for sufficiently small δ. See Figure 11.
We next prove (ii). We first consider the case when Σ has no geometric boundary.

By direct calculation, for v(x) = dist(x,Σ), we have

vt − |∇v| div
(

∇v
|∇v|

)
= −div

(
∇v
|∇v|

)
= −Hδ(y), y ∈ Sδ.
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Figure 11: Σ and Sδ

By (i), Hδ ≥ 0 for δ ∈ (0, δ0). Thus v is a viscosity subsolution of the level-set equation
in Uδ0(Σ).

If Σ has a geometric boundary bΣ, bΣ must have no boundary. Thus for small δ > 0
Uδ(bΣ) is a bounded C2 mean-convex domain by (i). A simple modification of the proof
of (i) yields that Sδ is C2 and its boundary has a positive inward mean curvature for
small δ > 0 outside the set

Z =
{
x ∈ Rn

∣∣ dist(x, bΣ) ≤ dist(x,Σ)
}
.

Thus Sδ is C2 outside the boundary of Z and its inward mean curvature is positive. It
is not difficult to see that Z is C2 and Sδ is C1 across ∂Z (cf. Figure 12). Thus, v is

Figure 12: near the boundary of Σ

C1 in Uδ0(Σ) and C
2 in Uδ0(Σ)\∂Z. Moreover −div (∇v/|∇v|) ≤ 0 outside Z. Since the

second derivatives of v are continuously extended on Z ∩ Uδ0(Σ) and Uδ0(Σ)\Z, v is a
viscosity subsolution of the level-set equation in Uδ0(Σ) at least in viscosity sense.

Remark 4.2. In [Amb, Theorem 4], it is proved that the eigenvalues of ∇2η(x) equals

−δκi(y, p)
1− δκi(y, p)

in the direction tangential to Σ and 1 in the direction normal to Σ, where κi(y, p) is
the principal curvature in the direction of p. Thus one of principal curvatures in the
inward direction of Sδ must be 1/δ, so it is rather clear to see it blows up as δ → 0
as remarked in [Amb, Remark 4]. In [Amb, AM, AS], it is assumed that Σ is smooth
through its codimension is not necessarily 2. In our proof, we clarify that C2-regularity
of Σ is sufficient.
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We next construct viscosity suitable sub- and supersolution for the obstacle problem
based on Γs

t .

Lemma 4.3. Let {Γs
t}0≤t≤T be a mean curvature flow in Theorem 1.2 with Γs

t |t=0 = Γ0

whose boundary is Σ. For δ > 0, set

w(x, t) = dist(x,Γs
t ) ∧ δ, t ∈ [0, T ].

Then w is a viscosity supersolution of the level-set equation (1.2) with upper obstacle
ψ+(x) = dist(x,Σ) in Rn× (0, T ) for sufficiently small δ > 0. The function z = e−λtw is
a viscosity subsolution of the level-set equation (1.2) in Rn × (0, T ) for sufficiently small
δ > 0 and sufficiently large λ > 0.

Proof. We set

Eδ =
{
(x, t) ∈ Rn × [0, T ]

∣∣ dist(x,Σ) ≤ dist(x,Γs
t ), dist(x,Σ) ≤ δ

}
,

Eδ(t) =
{
x ∈ Rn

∣∣ (x, t) ∈ Eδ
}

for t ∈ [0, T ];

see Figure 13. Let ν be a unit normal vector field of Γs
t and let ds = dist(x,Γs

t ) in the

Figure 13: sets Eδ(t) and Γs
t

direction of ν and ds = −dist(x,Γs
t ) in the direction of −ν. This can be defined in

Uδ(Γ
s
t )\Eδ(t). By definition,

V = −dst on Γs
t ,

where V is the normal velocity in the direction of ν = ∇ds. Let κi be the principal
curvatures in the direction of ν so that H =

∑n
i=1 κi = −div ν on Γs

t . We consider

Γs,ε
t =

{
x ∈ Rn

∣∣ x = y + εν(y), y ∈ Γs
t

}
and observe as in the proof of Lemma 4.1 that the principal curvature κεi of Γs,ε

t equals

κεi (x) =
κi(y)

1− εκi(y)

for small ε > 0. Thus the mean curvature Hε of Γs,ε
t equals

n−1∑
i=1

κi(y)

1− εκi(y)
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which equals −div∇ds = −∆ds on Γs,ε
t . Since the normal velocity of Γs,ε

t equals −dst (y, t)
even on Γδ,ε

t , we conclude that ds satisfies

dst −∆ds = −
n−1∑
i=1

(
κi(y)−

κi(y)

1− dsκi(y)

)
=

n−1∑
i=1

κ2i d
s

1− dsκi(y)
≥ 0

in
W δ

+ =
{
(x, t) ∈ Ec

2δ

∣∣ 0 ≤ ds(x, t) < 2δ, 0 < t < T
}

for small δ > 0. Since |∇ds| = 1, we conclude that

dst − |∇ds|div (∇ds/|∇ds|) = dst −∆ds ≥ 0

and this inequality still holds for ε negative so that it is valid in

W δ =
{
(x, t) ∈ Ec

2δ

∣∣ |ds(x, t)| < 2δ, 0 ≤ t < T
}
.

Since this is an orientation free motion, this implies that |ds| is a viscosity superso-
lution of the level-set equation in W δ with no obstacle . Since |ds| = ψ+ on E2δ, this
implies that |ds| is a viscosity supersolution to the level-set equation with upper obstacle
ψ+ in

U δ =
{
(x, t) ∈ Rn × (0, T )

∣∣ |ds| < 2δ
}
.

By the invariance Lemma 3.3, we conclude that w = |ds| ∧ δ is a viscosity supersolution
of the level-set equation in Rn × (0, T ) with obstacle ψ+.

For d̄ = e−λtds, we agree in the same way to obtain that

d̄t − |∇d̄| div
(
∇d̄/|∇d̄|

)
= e−λt(dst −∆ds)− λe−λtds

= e−λtds

(
n−1∑
i=1

κ2i
1− dsκi

− λ

)
≤ 0

(4.2)

in W δ
+. We take δ small so that 2δ < δ0 where δ0 is given in Lemma 4.1, which implies

that
d̄t − |∇d̄| div

(
∇d̄/|∇d̄|

)
≤ 0

in E2δ. We further take δ small so that 1−2δκi is bounded from below with some positive
constant in Γs

t . We then take λ sufficiently large so that the right-hand side of (4.2) is
negative in W δ

+. By this choice, we now conclude that e−λt|ds| is a viscosity subsolution
of the level-set equation in U δ with upper obstacle ψ+ = dist(x,Σ). Thus z is a viscosity
subsolution of the level-set equation in Rn × (0, T ) with upper obstacle ψ+.

Proof of Theorem 1.2. Let u be the viscosity solution of the level-set equation with upper
obstacle ψ+ = dist(x,Σ) and initial data

u0(x) = dist(x,Γ0) ∧ δ.

Let z and w be as in Lemma 4.3. By definition

z ≤ u0 ≤ w at t = 0.

Since z and w are respectively a viscosity sub- and supersolution, by Lemma 3.4 in a big
ball, we conclude that z ≤ u ≤ w in Rn × (0, T ). This implies that Γs

t = Γt.
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5 A few perspectives

5.1 Stability

By a standard argument by using half-relaxed limits, it is not difficult to prove that if the
initial data u0m converges to u0 ∈ BUC(Rn) uniformly and the obstacle ψ+

m converges
to ψ+ uniformly, then the viscosity solution um converges to u in Rn × [0, T ) locally
uniformly, where u is the viscosity solution to the limit problem. However, this only
yields that for any δ > 0, there is m0 such that if m ≥ m0, then Γm

t ⊂ Uδ(Γt), where
Γm
t =

{
x ∈ Rn

∣∣ um(x, t) = 0
}
. The inclusion Γt ⊂ Uδ(Γ

m
t ) does not hold in general

even without obstacles and without fattening phenomena. This is because our Γt may
not separate two non-empty open sets. Here is a simple example. If Γt separates two
non-empty open sets and no fattening occurs, the convergence holds as in [G, Section
4.6].

Example 5.1. For x ∈ R2, we set the initial data u0(x) = |1− |x|| so that Γ0 is a unit
circle in R2. For m ∈ N, let

u0m(x) =

(
1

m
− |x− P |

)
+

∨ u0(x)

and P = (1, 0), where a+ denotes the plus part of a, i.e., a+ = a ∨ 0. By definition,

Γm
0 = Γ0\

{
x ∈ R2

∣∣∣∣ |x− P | ≥ 1

m

}
;

see Figure 14. The solution Γm
t instantaneously disappears because Γm

0 is not closed. This

Figure 14: figure of Γm
0

can be proved as in [G, Section 4.7]. This is instant extinction. Evidently, the evolution

Γt =
{
x ∈ R2

∣∣ |x| = √
1− 2t

}
.

cannot be approximated by Γm
t .

If we approximate Σ by Σδ = Uδ(Σ), the natural question is whether the level-set flow
Γδ
t with obstacle Γδ approximates the level-set flow Γt with obstacle Σ as δ ↓ 0. Because

of the previous example, it is an interesting question to consider what kind of sequence
of initial data Γδ

0 → Γ0 yields Γδ
t → Γt in the sense of Hausdorff distance uniformly in

[0, T ]. Of course, one may consider other boundary conditions like right-angle condition.
We may ask a similar convergence problem.
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5.2 Non orientation-free flow

If we consider V = H + const, the flow depends on the orientation. We cannot take
nonnegative function to represent the level-set flow. Such an evolution with driving
force is important, for example, in analysis of spirals caused by screw dislocations in a
crystal surface [OGT]. The approach by [GNO] for spiral is promising since it considers
the problem in a covering space although Σ is a set of disjoint disks with right-angle
boundary condition.

5.3 Higher codimensional mean curvature flow

In [AS], a level-set method for a motion of higher codimensional manifold in Rn by its
mean curvature vector was established. The corresponding problem with a prescribed
boundary is of the form 

V⃗ = H⃗ on Γt, t > 0,

bΓt = Σ, t > 0,

Γt|t=0 = Γ0.

(5.1)

Here Σ is a codimension k + 1 submanifold and Γt is a codimension k submanifold in
Rn, where k ≥ 2; in the case k = 1, the problem is nothing but (1.1). The motion is
determined by the velocity vector V⃗ and the mean curvature vector H⃗. In [AS], they
derived the level-set equation for a nonnegative function so that its zero level set evolves
by V⃗ = H⃗. We remark here that their theory easily extends to (5.1) by interpreting Σ as
an obstacle as in this paper. The consistency with smooth flow can be extended to this
case by constructing viscosity sub- and supersolutions. One has to use η = d2/2 instead
of signed distance ds. However, it is not clear what is the situation corresponding to the
case studied by [SZ]. We do not pursue this topic further in this paper.
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