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PAPER Special Section on Mathematical Systems Science and its Applications

Predictive Pinning Control with Communication Delays for
Consensus of Multi-Agent Systems

Koichi KOBAYASHI†a), Member

SUMMARY In this paper, based on the policy of model predictive
control, a new method of predictive pinning control is proposed for the
consensus problem of multi-agent systems. Pinning control is a method
that the external control input is added to some agents (pinning nodes), e.g.,
leaders. By the external control input, consensus to a certain target value
(not the average of the initial states) and faster consensus are achieved. In the
proposed method, the external control input is calculated by the controller
node connected to only pinning nodes. Since the states of all agents are
required in calculation of the external control input, communication delays
must be considered. The proposed algorithm includes not only calculation
of the external control input but also delay compensation. The effectiveness
of the proposed method is presented by a numerical example.
key words: consensus, model predictive control (MPC), multi-agent sys-
tems, pinning control

1. Introduction

In the last decade, control of multi-agent systems has at-
tracted much attention. Especially, the consensus problem
has been widely studied so far (see, e.g., [5], [7], [9], [13]–
[15], [18]). The consensus problem is to find a control input
such that the agents reach a particular ordered state by us-
ing only information on neighborhood agents. There are
many applications such as load balancing, unmanned aerial
vehicles, and so on.

Controllers in the consensus problem are a kind of dis-
tributed controllers. In basic consensus problems, the states
of all agents converge to the average of initial states, and
the convergence speed depends on a given graph expressing
neighborhood agents. To achieve consensus to the other tar-
get value and faster consensus, it is important to consider
the external control inputs. From this viewpoint, pinning
control has been proposed (see, e.g., [16], [17]). Pinning
control is a method that the external control input is added
to some agents (pinning nodes), e.g., leaders.

In many existing methods of pinning control, a simple
controller using only information on neighborhood agents is
utilized. On the other hand, it is also important to develop
optimization-based methods such as model predictive con-
trol (MPC). MPC is a control method that the control input is
generated by solving the finite-time optimal control problem
at each discrete time (see, e.g., [4], [11]). In [18], predictive
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pinning control for the consensus problem has been pro-
posed. In this method, a controller can be obtained based on
the policy of MPC, and the convergence rate is analyzed the-
oretically. However, there are two weaknesses. First, input
constraints cannot be imposed. Next, it is assumed that the
pinning nodes are connected to all nodes. In other words,
communication delays are not considered.

In this paper, we propose a new method of predictive
pinning control with communication delays. First, we add a
controller node to a network of multi-agent systems. The
controller node is connected to only pinning nodes, and
solves the finite-time optimal control problem. Commu-
nication delays are characterized by the number of edges in
paths from each node to the controller node. Next, we pro-
pose an on-line algorithm consisting of both estimation of
the initial state and calculation of the external control input
for the pinning nodes. In calculation of the external control
input, we impose input constraints. Then, the finite-time
optimal control problem is reduced to a quadratic program-
ming (QP) problem. Finally, using a numerical example,
we show the effectiveness of the proposed method from the
viewpoints of the control performance and the computation
time.

This paper is organized as follows. In Sect. 2, the outline
of consensus and pinning control is explained. In Sect. 3,
a simple example and the proposed on-line algorithm are
explained. In Sect. 4, a numerical example is presented. In
Sect. 5, we conclude this paper.

Notation: Let R denote the set of real numbers. Let
In and 0m×n denote the n × n identity matrix and the
m × n zero matrix, respectively. For simplicity of nota-
tion, we sometimes use the symbol 0 instead of 0m×n, and
the symbol I instead of In. Let 1m×n denote the m × n
matrix whose elements are all one. For the vector a =
[a1 a2 · · · an]>, let diag(a) denote the diagonal matrix, i.e.,

diag(a) =



a1 0
. . .

0 an


. For the matrices A1, A2, . . . , An,

let block-diag(A1, A2, . . . , An) denote the block diagonalma-

trix, i.e., block-diag(A1, A2, . . . , An) =



A1 0
. . .

0 An


.

2. Preliminaries

In this section, first, the consensus problem of multi-agent
systems is explained. Next, the outline of pinning control is
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explained.

2.1 Consensus Problem

Let G = (V, E) denote an undirected connected graph,
where the V = {1, 2, . . . , n} is the set of nodes (vertices)
and E ⊂ V × V is the set of edges. For simplicity of dis-
cussion, we consider undirected graphs, but we can easily
extend the following discussion to that in the case of di-
rected graphs. Each node corresponds to each agent, and
each edge corresponds to a communication link between
agents. If there is the edge from the node i to j (i.e., the
edge from j to i), then the information about the state in
the node i ( j) can be transmitted to the node j (i). Let
A ∈ {0, 1}n×n denote the adjacency matrix of G. We assume
that there is no self-loop, that is, (i, i)-th element of A is
zero. Let Ni ⊂ V denote the set of nodes that are adja-
cent to the node i. Then, the degree matrix D is defined by
D := diag([|N1 | |N2 | · · · |Nn |]>). In addition, the graph
Laplacian matrix L is defined by L := D − A.

Next, the dynamics of the agent i ∈ {1, 2, . . . , n} are
defined by the following discrete-time single integrator:

xi (k + 1) = xi (k) + ui (k), (1)

where xi ∈ R and ui ∈ R are the state and the control input
of the agent i, respectively. For the system (1), the consensus
problem is formulated as follows.

Problem 1: It is said that the agents have reached consen-
sus if limk→∞(xi (k) − x j (k)) = 0 holds for all i, j ∈ V .
Then, find a control input such that the agents have reached
consensus, where ui (k) must be given by a function with
respect to only xi (k) and x j (k), j ∈ Ni .

The solution for this problem is given by the following
lemma (see [13] for further details).

Lemma 1: Consider the following controller:

ui (k) = −ε
∑
j∈Ni

(xi (k) − x j (k)), (2)

where ε ∈ (0, 1/dmax), dmax = max( |N1 |, |N2 |, . . . , |Nn |).
Then, the agents have reached consensus, that is, the follow-
ing relation holds:

lim
k→∞

xi (k) =
1
n

n∑
i=1

xi (0). (3)

From this lemma, we see that all states converge to
the average of the initial states. The closed-loop system
consisting of (1) and (2) can be obtained by

x(k + 1) = Px(k), (4)

where x = [x1 x2 . . . xn]> and P = In − εL.

2.2 Pinning Control

In pinning control, we introduce pinning nodes. Pinning

nodes may be regarded as “leaders”. Pinning control is a
method that only agents corresponding to pinning nodes are
controlled by the external signals. Using pinning control,
consensus to the different target value (not the average of
the initial states) is achieved. We can also consider faster
consensus.

Without loss of generality, the set of pinning nodes is
given byVp = {1, 2, . . . ,m} ⊂ V , m � n. In pinning nodes,
the external control input vi (k) ∈ R is added, that is,

ui (k) = −ε
∑
j∈Ni

(xi (k) − x j (k)) + vi (k), i ∈ Vp, (5)

ui (k) = −ε
∑
j∈Ni

(xi (k) − x j (k)), i ∈ V \ Vp . (6)

The system consisting of (1), (5), and (6) can be obtained by

x(k + 1) = Px(k) + Bv (k), (7)

where v = [v1 v2 · · · vm]> and B = [Im 0m×(n−m)]>. In this
paper, we propose a method to find v (k) based on MPC.

3. Predictive Pinning Control with Communication De-
lays

In this section, a newmethod of pinning controlwith commu-
nication delays is proposed based on MPC. First, the notion
of a controller node is introduced. After that, a simple exam-
ple of the proposed predictive control is explained. Next, the
finite-time optimal control problem is formulated. Finally,
an on-line algorithm is proposed.

3.1 Introduction of Controller Node and Simple Example
of Predictive Pinning Control

For the graph G, a controller node is added. As a simple
example, consider the undirected graph in Fig. 1. We assume
that m = 1, that is, only the node 1 is the pinning node. The
multi-agent system consists of the nodes 1,2,3,4. The node
5 is the controller node, which is newly added.

In the controller node, calculation to find v (k) is per-
formed. That is, the controller node is implemented by a
computer that can solve an optimization problem to find
v (k). In other words, it may be implemented by a device
that is different to agents. In the controller node, the initial
states of all agents are collected, and are used in calculation
of v (k).

The following two assumptions are made for the con-
troller node and communications as follows.

Assumption 1: The controller node has a self-loop, and is
adjacent to only pinning nodes.

Assumption 2: In communications to collect the initial
states, there exist a communication delay, that is, the mes-
sage that is transmitted from some node at time k reaches to
the other adjacent node at time k + 1.

We remark that the self-loop in the controller node is
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Fig. 1 Example of undirected graphs. The pinning node is 1, and the
controller node is 5.

a dummy edge, and does not imply data transmission. In
calculation of ui (k), we use x j (k), j ∈ Ni (see (5) and (6)).
We suppose that in communications to collect the initial
states, a different communication rule is applied. Hence,
Assumption 2 is imposed. Based on the method in [18], in
the controller node, we suppose that P and B in (7) are given
in advance.

Next, we present a simple example of predictive pinning
control. Consider the undirected graph in Fig. 1 again. Since
there exists an input delay, (7) is modified to x(k + 1) =
Px(k)+Bv (k−1). InMPC, the control input is generated by
solving the finite-time optimal control problem at each time.
We suppose that the finite-time optimal control problem is
solved in the controller node. We also suppose that the
initial states xi (0), i = 1, 2, 3, 4 are unknown in the controller
node, and the information about xi (0) is sent from each
node to the controller node through a given graph. After the
controller node receives the information about xi (0), we can
use xi (0) in the controller node. Hence, we must use the
estimated initial state until the controller node receives all
initial states. Let x̂i (k) denote the estimated state at time k.
Define x̂(k) := [x̂1(k) x̂2(k) x̂3(k) x̂4(k)]>.

The proposed procedure of MPC is summarized. As-
sume that v (−1) is preset. At time k = 0, the finite-
time optimal control problem is solved using x̂(0). Let
v∗(0), v∗(1), . . . , v∗(N − 1) denote the obtained time se-
quence of v (k), where N is the prediction horizon. Only
v∗(0) is sent to the pinning nodes.

At time k = 1, v∗(0) is applied to the pinning nodes.
The controller node receives the information about x1(0).
In a similar way, the node 1 is received the information
about x2(0) and x4(0). The nodes 2 and 4 are received the
information about x3(0). Then, the estimated state x̂(1) is
calculated by

x̂(1) = P



x1(0)
x̂2(0)
x̂3(0)
x̂4(0)



+ Bv (−1).

By regarding x̂(1) as the initial state, we can solve the finite-
time optimal control problem. Let v∗∗(1), v∗∗(2), . . . , v∗∗(N )
denote the obtained time sequence of v (k). Only v∗∗(1) is
sent to the pinning nodes.

At time k = 2, v∗∗(1) is applied to the pinning nodes.
The controller node receives the information about x2(0) and
x4(0). The node 1 is received the information about x3(0).
Then, the estimated state x̂(2) is calculated by

x̂(2) = P2



x1(0)
x2(0)
x̂3(0)
x4(0)



+ Bv∗(0) + PBv (−1).

We can solve the finite-time optimal control problem with
x̂(2) as the initial state. Let v∗∗∗(2), v∗∗∗(3), . . . , v∗∗∗(N + 1)
denote the obtained time sequence of v (k). Only v∗∗∗(2) is
sent to the pinning nodes.

Finally, at time k = 3, v∗∗∗(2) is applied to the pinning
nodes. The controller node receives the information about
x3(0). Then, the estimated state x̂(3) is calculated by

x̂(3) = P3



x1(0)
x2(0)
x3(0)
x4(0)



+ Bv∗∗(1) + PBv∗(0) + P2Bv (−1).

Note that the estimated initial state x̂i (0) is not used. That
is, x̂(3) is a correct value. After k = 3, the state x̂(k) can be
calculated in a similar way.

3.2 Finite-Time Optimal Control Problem

We formulate the finite-time optimal control problem solved
in MPC. Before that, we define x̃(k) := x̂(k) − xd , where
x̂(k) ∈ Rn is the estimated state, and xd ∈ Rn is the target
state given in advance. Noting that Assumption 2 is imposed,
the problem is given as follows.

Problem 2:

given x̂(t) = x̂t (current state), v (t − 1) = vt−1

find v (t), v (t + 1), . . . , v (t + N − 1)

minimize J =
t+N−1∑
k=t

{
x̃>(k)Qx̃(k) + v>(k)Rv (k)

}

+ x̃>(t + N )Q f x̃(t + N ) (8)
subject to x̂(k + 1) = Px̂(k) + Bv (k − 1), (9)

vmin ≤ v (k) ≤ vmax. (10)

In this problem, Q ≥ 0, R > 0, and Q f ≥ 0 are
given weighting matrices. We impose the input constraint
(vmin, vmax ∈ R

m are given lower and upper bounds, respec-
tively).

Consider rewriting Problem 2 into a QP problem. For
simplicity of discussion, we explain the case of xd = 0. It is
easy to extend it to the case of xd , 0. First, from (9), we
can obtain

x̂(t + k) = Pk x̂t +
k∑
i=1

Pi−1Bv (t + k − i − 1).

From this expression, we can obtain

x̄ = P̄x̂t + B̄v̄, (11)

where
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x̄ = [x̂>(t) x̂>(t + 1) · · · x̂>(t + N )]>,
v̄ = [v>(t − 1) v>(t) · · · v>(t + N − 2)]>,

P̄ =



I
P
P2

...
PN



, B̄ =



0 0 · · · 0
B 0 · · · 0

PB
. . .

. . .
...

...
. . .

. . . 0
PN−1B · · · PB B



.

The cost function (8) can be rewritten as

J = x̄>Q̄x̄ + v̄> R̄v̄, (12)

where Q̄ = block-diag(Q,Q, . . . ,Q,Q f ) and R̄ = block
-diag(R, R, . . . , R). By substituting (11) into (12), we can
obtain

J = v̄>(R̄+ B̄>Q̄B̄)v̄ +2x̂t P̄>Q̄B̄v̄ + x̂>t P̄>Q̄P̄x̂t . (13)

Finally, the input constraint (10) can be rewritten as
[
I 0 · · · 0

]
v̄ = vt−1, (14)

v̄min ≤ v̄ ≤ v̄max, (15)

where v̄min(max) = [v>min(max) v
>
min(max) · · · v

>
min(max)]

>. Thus,
Problem 2 can be rewritten as the following QP problem:

find v̄
minimize the cost function (13)
subject to (14) and (15).

This problem can be solved by using a suitable solver such as
IBM ILOG CPLEX Optimizer and Gurobi Optimizer. We
remark that in this QP problem (i.e., Problem 2), the number
of the decision variable v̄ is mN . Hence, the computation
time for solving Problem 2 does not depends on n (the num-
ber of nodes). However, since the coefficientmatrix/vector in
the cost function (13) are given using the current estimated
state x̂t , for a large n, the processing time for calculating
these matrix/vector may become large.

3.3 Proposed On-line Algorithm

An on-line algorithm based on MPC is proposed. Here, we
assume that the number of the controller nodes is 1.

First, we add the controller node as the (n + 1)-th node
in the graph G. Then, the enlarged adjacency matrix Ā is
given by

Ā =



A
[

1m×1
0(n−m)×1

]

[
11×m 01×(n−m)

]
1


.

Then, let z(k) ∈ Rn denote the vector obtained by excluding
the (n + 1)-th element from the (n + 1)-th column of Āk . If
the i-th element of z(k) is not zero, then the controller node
can receive the information about xi (0) from the node i. In
addition, let z̃(k) ∈ {0, 1}n denote the vector obtained by
replacing non-zero elements of z(k) with ‘1’. Using z̃(k),

the initial estimated state x̂(0) in the controller node can be
updated by

x̂(0) = diag( z̃(k))x(0) + diag(1n×1 − z̃(k)) x̂0, (16)

where x̂0 is given in advance. If the controller node receives
xi (0), then the i-th element of x̂0 is replaced with xi (0). Fur-
thermore, the current estimated state x̂(t) can be estimated
by using the control input sequence applied to the pinning
nodes.

Next, based on the above preparation, we propose an
on-line algorithm.

On-line Algorithm for Predictive Pinning Control:
Step 1: Set t = 0, x̂0, and v (−1).
Step 2: Solve Problem 2 (i.e., the QP problem).
Step 3: Send only v (t) obtained by Step 2 to the pinning
nodes.
Step 4: Apply only v (t − 1) to the pinning nodes.
Step 5: The controller node receives the information about
the initial state through pinning nodes.
Step 6: Update the initial estimated state by using (16).
Step 7: Calculate the current estimated state by using the
control input applied to the pinning nodes.
Step 8: Update t := t + 1, and return to Step 2.

In this algorithm, we consider communication delays.
That is, since the current state cannot be directly estimated,
the initial state is firstly estimated. After that, the current state
is estimated by using the control input sequence. Hence,
simple delay compensation is embedded in the proposed
algorithm.

Finally, we discuss stability of the closed-loop sys-
tem. Stability (i.e., the convergence to the target state)
is guaranteed by imposing the terminal equality constraint
x̃(t+N ) = 0 in Problem 2 or terminal inequality constraints.
See, e.g., [3], [10], [11] for further details. However, a longer
prediction horizon is generally required, and the computation
time for solving Problem 2 becomes longer.

Remark 1: In the proposed algorithm, the controller node
must aggregate the data on xi (0) for each node. Since the
graph G is fixed in this paper, we can utilize multi-hop com-
munication. In multi-hop communication, transmissions be-
tween nodes are achieved through multi-hop paths (see, e.g.,
[6]). By giving a certain routing protocol in advance for
each node, the controller node can aggregate xi (0). Multi-
hop communication is utilized in also the consensus problem
(see, e.g., [12]).

4. Numerical Examples

Consider a multi-agent system with fifty agents. The graph
expressing communication links is given by Fig. 2. This
graphwas generated by usingBarabási-Albertmodel [1], [2].
In this graph, the number of nodes is 51, and one controller
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Fig. 2 Undirected graph with 50 nodes and the controller node.

Fig. 3 Time response of the state with no pinning control.

node (the node 51) is included. The number of the pinning
nodes is 10 (i.e., the nodes 1, 2, . . . , 10 are the pinning node).
The parameter ε in the matrix P is given by ε = 0.95/dmax =
0.95/17 = 0.0559. The weighting matrices, Q, R, and Q f

are given by Q = 100I, R = 1, and Q f = Q, respectively.
In addition, we set vmin = −5 × 110×1 and vmax = 5 × 110×1.
The initial state and the initial estimated state are given by
x(0) = [1 2 · · · 50]> and x̂0 = 25.5 × 150×1, respectively.
The initial control input is given by u(−1) = 010×1.

First, consider the case of N = 10 and xd = 25.5×150×1
(the average of initial states is 25.5). Figure 3 shows time
response of the state with no pinning control (i.e., v (k) =
0). From this figure, we see that the state converges to the
average of initial states i.e., xd . We remark that in this case,
the target state xd is not given, but the state converges to
xd . Figure 4 shows time response of the state with pinning
control. Comparing Fig. 4 with Fig. 3, we see that faster
consensus is achieved. Figure 5 shows the external control
input. In this case, the control input is saturated.

Next, consider the case of N = 10 and xd = 050×1.
Figure 6 shows time response of the state with pinning
control. From this figure, we see that the state con-
verges to xd . Figure 7 shows the external control in-
put. In this case, the control input is saturated. Here,
based on the prediction horizon N , we discuss the con-

Fig. 4 Time response of the state with pinning control (xd = 25.5 ×
150×1).

Fig. 5 External control input in pinning control (xd = 25.5 × 150×1).

Fig. 6 Time response of the state with pinning control (xd = 050×1).

Fig. 7 External control input in pinning control (xd = 050×1).

trol performance. As a performance index, we define
J̃ (N ) :=

∑100
k=0 x̃>(k)Qx̃(k) +

∑99
k=0 v

>(k)Rv (k). By J̃ (N ),
we can evaluate the convergence speed and so on. For
N = 2, 5, 10, 20, 30, we can obtain

J̃ (2) = 5.2221 × 107, J̃ (5) = 4.9966 × 107,
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J̃ (10) = 4.9511 × 107, J̃ (20) = 4.9429 × 107,

J̃ (30) = 4.9424 × 107.

From these values, we see that a longer N achieves a better
performance. However, for a longer N , the computation
time for solving Problem 2 may become long. We must
consider the trade-off between the control performance and
the computation time.

Finally, we discuss the computation time for solving
Problem 2. In the case of N = 10 and xd = 25.5× 150×1, the
worst computation time was 0.0166 sec, and the mean com-
putation time was 0.0118 sec, where the QP problems were
solved by IBM ILOG CPLEX 12.7.1 on the computer with
CPU: Intel Core i7-6700K 4.00GHz processor andMemory:
16GB. In the case of N = 10 and xd = 050×1, the worst com-
putation time was 0.0155 sec, and the mean computation
time was 0.0108 sec. In the case of N = 30 and xd = 050×1,
the worst computation time was 0.3037 sec, and the mean
computation time was 0.1046 sec. Thus, in this example,
Problem 2 can be solved fast.

5. Conclusion

In this paper, we studied predictive pinning control with
communication delays. Based on the policy of MPC, the on-
line algorithm for estimating the current state and finding the
external control input was proposed. The effectiveness of the
proposed method is presented by a numerical example. The
main result in this paper provides us one of the fundamentals
in predictive pinning control.

There are several open problems. First, in some cases,
it is appropriate that only the states of the pinning nodes
are aggregated. Then, it is important to develop a method
of observer-based pinning control. Next, in this paper, we
assumed that the number of the controller nodes is 1. It is
important to develop a distributed on-line algorithm for mul-
tiple controller nodes. Third, in networked control, event-
triggered and self-triggered control methods has been devel-
oped (see, e.g., [8]). It is also important to develop a new
method combined thesemethods and predictive pinning con-
trol. Finally, it is also significant to consider uncertainties
such as disturbances and switching networks.

The author would like to thank Mr. Shin Kanazawa,
Hokkaido University for fruitful discussions.

This work was partly supported by the Telecommunica-
tions Advancement Foundation and JSPS KAKENHI Grant
Number 17K06486.
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