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The Helmholtz decomposition of a BMO type vector

field in general unbounded domains

Yoshikazu Giga ∗and Zhongyang Gu †

Graduate School of Mathematical Sciences, The University of Tokyo, 3-8-1 Komaba,

Meguro-ku, 153-8914, Tokyo, Japan

Abstract

We consider a space of L2 vector fields with bounded mean oscillation whose “normal”

component to the boundary is well-controlled. In the case when the dimension n ≥ 3, we

establish its Helmholtz decomposition for arbitrary uniformly C3 domain in Rn.

Keywords: Helmholtz decomposition, BMO space, uniformly Ck domain.

1 Introduction

Let Ω ⊂ Rn be an open subset. Throughout this entire paper, regarding dimension n we always

consider the case where n ≥ 2 unless otherwise specified. The Helmholtz decomposition of a

vector field f = (f1, f2, ..., fn) defined in Ω is formally of the form

f = f0 +∇p,

where f0 is a divergence free vector field satisfying supplemental conditions like boundary con-

dition and ∇p denotes the gradient of some scalar function p. For 1 < r < ∞, the Helmholtz

decomposition of Lr(Ω)n is well studied. To be specific, it gives a topological direct sum decom-

position of the vector space Lr(Ω)n of all Lr-vector fields of the form

Lr(Ω)n = Lr
σ(Ω)⊕Gr(Ω)

with a space of divergence free vector fields

Lr
σ(Ω) := C∞

c,σ(Ω)
∥·∥Lr(Ω)

and a space of gradients fields

Gr(Ω) := {∇h ∈ Lr(Ω)n
∣∣ h ∈ Lr

loc(Ω)}.
∗labgiga@ms.u-tokyo.ac.jp
†zgu@ms.u-tokyo.ac.jp
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Here,

C∞
c,σ(Ω) := {u ∈ C∞

c (Ω)n
∣∣ div u = 0},

where C∞
c (Ω) denotes the space of all smooth functions compactly supported in Ω. We stress

that this decomposition is not just algebraic but topological in the sense that projections f 7→ f0,

f 7→ ∇p to each corresponding subspace are bounded in Lr(Ω)n. In other words,

∥f0∥Lr(Ω) ≤ C(Ω, r)∥f∥Lr(Ω), ∥∇p∥Lr(Ω) ≤ C(Ω, r)∥f∥Lr(Ω) (1)

with some constant C(Ω, r) > 0 depending only on Ω and r. In the case where r = 2, this

decomposition holds for an arbitrary domain as an orthogonal decomposition of the Hilbert space

L2(Ω)n. In particular, the best possible choice of the constant C(Ω, 2) in estimate (1) is 1. For

r ∈ (1,∞), the Helmholtz decomposition holds for various domains with C1 boundary; see e.g.

[15]. For a smooth domain, the decomposition holds for a bounded domain ([41, n = 3], [14]), an

exterior domain ([41, n = 3], [39]), a layer domain ([36], [9]), an infinite cylinder [9], an aperture

domain [10], a perturbed half space [39] as well as the half space. However, it is also known that

there exist unbounded smooth domains which do not admit the Lr-Helmholtz decomposition;

see e.g. [1], [15], [35]. Even if the domain Ω admits the Lr-Helmholtz decomposition, the

dependence of constant C(Ω, r) with respect to Ω is unclear except the case where r = 2. In this

decomposition, the gradient field ∇p must formally satisfy the homogeneous Neumann boundary

condition ∂p/∂n = 0, where n denotes an exterior unit normal vector field of ∂Ω. By the way,

the divergence free part f0 can be further decomposed into

f0 = H + curlω,

where H is a harmonic vector field at least when Ω is a three-dimensional bounded domain.

This decomposition is unique if we impose the boundary condition H · n = 0. It is often

called the Lr-Helmholtz-Weyl decomposition and projection operators to each corresponding

subspace are bounded for a bounded domain in Rn (n = 2, 3) as proved in [31]. Recently, this

decomposition is studied extensively. The Lr-Helmholtz-Weyl decomposition is extended to a

three-dimensional exterior domain by [26], [27] and a two-dimensional exterior domain by [24],

[25]. In a three-dimensional bounded domain, the space of harmonic vector fields represents the

Lr-de Rham cohomology group (of degree 2) if one identifies the space of vector fields with the

space of two-forms on Ω [31].

Let us go back to the Helmholtz decomposition. If we consider the space

L̃r(Ω) :=

{
Lr(Ω)n ∩ L2(Ω)n, 2 ≤ r <∞,

Lr(Ω)n + L2(Ω)n, 1 < r < 2

instead, then for any uniformly C1 domain Ω, the Helmholtz decomposition of L̃r(Ω) holds for

all r ∈ (1,∞). We have that

L̃r(Ω) = L̃r
σ(Ω)⊕ G̃r(Ω)
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where

L̃r
σ(Ω) :=

{
Lr
σ(Ω) ∩ L2

σ(Ω), 2 ≤ r <∞,

Lr
σ(Ω) + L2

σ(Ω), 1 < r < 2

and

G̃r(Ω) :=

{
Gr(Ω) ∩G2(Ω), 2 ≤ r <∞,

Gr(Ω) +G2(Ω), 1 < r < 2.

Moreover, there exists a constant C > 0 such that for any f ∈ L̃r(Ω), the Helmholtz decompo-

sition of f satisfies the estimate

∥f0∥L̃r(Ω)
+ ∥∇p∥

L̃r(Ω)
≤ C∥f∥

L̃r(Ω)
, (2)

see [11], [12]. We let Γ = ∂Ω := Ω \ Ω to denote the boundary of Ω. In this case, we know that

the constant C in estimate (2) depends only on r and α, β,K where α, β,K are parameters that

characterize the C1 regularity of Γ. Here we would like to direct the readers to Section 2.1 for

the precise definition of a uniformly Ck domain of type (α, β,K).

It is impossible to consider the Helmholtz decomposition for L∞ even if Ω = Rn since the

projection f 7→ ∇p is a composite of the Riesz operators which is not bounded in L∞. We have

to replace L∞ with a class of functions with bounded mean oscillation (BMO for short). In

order to understand previous results on the Helmholtz decomposition for BMO vector fields

defined in a domain, let us recall some definitions. We firstly recall the BMOµ-seminorm for

µ ∈ (0,∞]. For a locally integrable function u, i.e., u ∈ L1
loc(Ω), we define

[u]BMOµ(Ω) := sup

{
1

|Br(x)|

∫
Br(x)

∣∣u(y)− uBr(x)

∣∣ dy ∣∣∣∣ Br(x) ⊂ Ω, r < µ

}
,

where uBr(x) denotes the average over Br(x), i.e.,

uBr(x) :=
1

|Br(x)|

∫
Br(x)

u(y) dy

and Br(x) denotes the open ball of radius r centered at x and |Br(x)| denotes the Lebesgue

measure of Br(x). The space BMOµ(Ω) is defined as

BMOµ(Ω) :=
{
u ∈ L1

loc(Ω)
∣∣ [u]BMOµ(Ω) <∞

}
.

This space may not agree with the space of restrictions of f ∈ BMOµ(Rn) in Ω. As in [2], [3],

[4], [5], we introduce a seminorm which controls the boundary behavior. For ν ∈ (0,∞] and

M ⊆ Γ, we set

[u]bν(M) := sup

{
r−n

∫
Ω∩Br(x)

|u(y)| dy
∣∣∣∣ x ∈M, 0 < r < ν

}
.

In these papers, the BMO space

BMOµ,ν
b (Ω) :=

{
u ∈ BMOµ(Ω)

∣∣ [u]bν(Γ) <∞
}
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is considered. Unfortunately, it turns out that such a boundary control for all components of

a vector field is too strict to have the Helmholtz decomposition. Hence, we introduced a space

of BMO vector fields which separate tangential and normal components. For x ∈ Ω, let dΓ(x)

denote the distance from the boundary Γ, i.e., dΓ(x) := inf {|x− y|, y ∈ Γ}. We consider

vBMOµ,ν(Ω) :=
{
f ∈ BMOµ(Ω)n

∣∣ [∇dΓ · f ]bν(Γ) <∞
}
,

where · denotes the standard inner product in Rn. The quantity (∇dΓ · f)∇dΓ on Γ is the

component of f that is normal to the boundary Γ. We set

[f ]vBMOµ,ν(Ω) := [f ]BMOµ(Ω) + [∇dΓ · f ]bν(Γ).

If Ω = Rn is the whole space, the Helmholtz decomposition of BMO(Rn)n holds [37]

as the Helmholtz projection in this case can be directly constructed by Riesz transforma-

tions. If Ω = Rn
+ := {(x′, xn) ∈ Rn

∣∣ xn > 0} is the half space, then by considering

even extension for the tangential component and odd extension for the normal component for

f ∈ vBMO∞,∞(Rn
+), we can make use of the Helmholtz projection from the whole space case

to prove that vBMO∞,∞(Rn
+) admits the Helmholtz decomposition [17]. If Ω is a bounded C3

domain, as the boundary Γ has a fully curved part in the sense of [18, Definition 7], we have that

vBMOµ,ν(Ω) = vBMO∞,∞(Ω) for any finite µ, ν > 0 and vBMO∞,∞(Ω) ⊂ L1(Ω)n. In this

case, we can omit µ, ν from the superscript and simply denote vBMO∞,∞(Ω) by vBMO(Ω)

without causing any ambiguity. Moreover, the multiplication by a Hölder continuous func-

tion is bounded in vBMO(Ω) since vBMO(Ω) ⊂ L1(Ω)n. As a result, the Helmholtz decom-

position for vBMO(Ω) can be established through a potential theoretical approach [19]. If

Ω = Rn
h := {(x′, xn) ∈ Rn

∣∣ xn > h(x′)} is a perturbed C3 half space that has small perturba-

tion, then in the case when the dimension n ≥ 3, we could establish the Helmholtz decomposition

for the space vBMOL2(Rn
h) := vBMO∞,∞(Rn

h) ∩ L2(Rn
h)

n, see [20]. The reason why we con-

sider the intersection of vBMO∞,∞(Rn
h) and L

2(Rn
h)

n for Helmholtz decomposition is because

within this intersection, cut-offs by multiplication become valid [23] and thus the potential the-

oretical approach in [19] can be applied. Here we would like to direct the readers to Section 2.3

for the precise definition for a perturbed C3 half space to have small perturbation.

Analogously, for general unbounded uniformly C3 domain Ω ⊂ Rn, we consider the intersec-

tion space vBMOL2(Ω) := vBMO∞,∞(Ω) ∩ L2(Ω)n for Helmholtz decomposition. Let us note

that vBMOL2(Ω) = vBMOµ0,ν0(Ω) ∩ L2(Ω)n for any finite µ0, ν0 > 0 since estimates

1

|Br(x)|

∫
Br(x)

|f − fBr(x)| dy ≤ C(n)

µ
n
2
0

∥f∥L2(Ω), r−n

∫
Br(z0)∩Ω

|∇dΓ · f | dy ≤ C(n)

ν
n
2
0

∥f∥L2(Ω)

hold for any x ∈ Ω, z0 ∈ Γ and r ≥ µ0, ν0. The purpose of this paper is to establish the

Helmholtz decomposition for vBMOL2(Ω) for arbitrary uniformly C3 domain Ω ⊂ Rn in the

case when n ≥ 3. The main theorem reads as follows.

Theorem 1. Let Ω ⊂ Rn be a uniformly C3 domain of type (α, β,K) with n ≥ 3. Then for
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each f ∈ vBMOL2(Ω), there exists a unique decomposition f = f0 +∇p with

f0 ∈ vBMOL2
σ(Ω) := vBMO∞,∞(Ω) ∩ L2

σ(Ω),

∇p ∈ GvBMOL2(Ω) :=
{
∇p ∈ vBMOL2(Ω)

∣∣ p ∈ L1
loc(Ω)

}
satisfying the estimate

∥f0∥vBMOL2(Ω) + ∥∇p∥vBMOL2(Ω) ≤ C(α, β,K)∥f∥vBMOL2(Ω), (3)

where C(α, β,K) > 0 is a constant that depends only on α, β,K. In particular, the Helmholtz

projection PvBMOL2, which is defined by PvBMOL2(f) = f0, is a bounded linear mapping on

vBMOL2(Ω) with range vBMOL2
σ(Ω) and kernel GvBMOL2(Ω).

From now on, let us assume that Ω is a uniformly C3 domain of type (α, β,K) with reach

R∗. Here the exact meaning of reach R∗ of Γ = ∂Ω is defined in Section 2.1. The key idea of

the potential theoretical approach in [19], [20] is to solve the equation

∆p = div f in Ω,
∂p

∂n
= f · n on Γ

strongly. Although there exist a linear operator f 7→ p1 from vBMOL2(Ω) to L∞(Ω) and a

constant C(α, β,K,R∗) > 0 such that −∆p1 = div f in Ω and

∥∇p1∥vBMOL2(Ω) ≤ C(α, β,K,R∗)∥f∥vBMOL2(Ω),

see [20, Theorem 2], it is generally hard to solve the Neumann problem

∆u = 0 in Ω,
∂u

∂n
= g on Γ (4)

in the strong sense. In the case where Ω is bounded [19], the Neumann problem (4) can be solved

strongly for g ∈ L∞(Γ) since the boundary Γ is compact. Whereas in the case that Ω = Rn
h

(n ≥ 3) is a perturbed C3 half space which has small perturbation [20], by decomposing the

boundary Γ into the straight part and a curved part, we can treat the straight part as part of

the boundary of the half space and the curved part as part of the boundary of some bounded

domain. The Neumann problem (4) can therefore be solved strongly for g ∈ L∞(Γ) ∩ Ḣ− 1
2 (Γ)

where Ḣ− 1
2 (Γ) denotes the dual space of the homogeneous fractional Sobolev space Ḣ

1
2 (Γ).

The restriction n ≥ 3 is mainly due to the fact that Ḣ
1
2 (Γ) cannot be viewed as a subspace

of distributions. However, for general unbounded domain Ω, the solvability for the Neumann

problem (4) is unclear. Hence, our strategy to prove Theorem 1 follows from [11], [12].

For simplicity of notations, for any domain Ω ⊆ Rn and 1 < r < ∞, we denote the inter-

section space BMO∞(Ω) ∩ Lr(Ω) by BMOLr(Ω). There exists a bounded linear extension for

BMOLr(Ω) with any 1 < r < ∞ [23], i.e., there exists a constant C(α, β,K) > 0 such that for

any u ∈ BMOLr(Ω), there exists u ∈ BMOLr(Rn) such that u
∣∣
Ω
= u and

∥u∥BMOLr(Rn) ≤ C(α, β,K)∥u∥BMOLr(Ω).
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Together with theBMO−Lr interpolation inequality in the whole spaceRn [30], we can establish

a BMO − Lr interpolation inequality in domain Ω which guarantees that if f ∈ vBMOL2(Ω),

then f ∈ L̃q(Ω) for any 2 ≤ q < ∞. We consider the case where q = 2n. Since L̃2n(Ω) admits

the Helmholtz decomposition, there exist unique f0 ∈ L̃2n
σ (Ω) and ∇p ∈ G̃2n(Ω) such that

f = f0 +∇p. In the case when the dimension n ≥ 3, we prove that this decomposition of f is

indeed the Helmholtz decomposition of f in vBMOL2(Ω).

Here is how we implement the strategy from [11], [12]. Let ε > 0 be sufficiently small. We

require ε to be smaller than a specific constant that depends on α, β,K which will be determined

later in Chapter 3. In order to prove that f0,∇p ∈ vBMOL2(Ω), we consider two types of cut-

off functions. For x ∈ Ω such that dΓ(x) ≥ 3ε, we firstly consider φx ∈ C∞
c

(
B2ε(x)

)
with φx = 1

in Bε(x) and suppφx ⊆ B 3ε
2
(x). Let Bx

2n : L2n
0

(
B2ε(x)

)
→ W 1,2n

(
B2ε(x)

)n
be the Bogovskĭı

operator which solves the divergence problem

div u = g, u
∣∣
∂B2ε(x)

= 0

for g ∈ L2n
(
B2ε(x)

)
with integral zero in B2ε(x). We set ωx := Bx

2n

(
∇φx · f0

)
. Note that

φxf = φxf0 + φx∇p implies that

φxf +∇φx(p−Mx)− ωx =
(
φxf0 − ωx

)
+∇

(
φx(p−Mx)

)
(5)

whereMx denotes the average value of p in B2ε(x). We next show that φxf +∇φx(p−Mx)−ωx

belongs to vBMOL2
(
B2ε(x)

)
. Since B2ε(x) is certainly a smooth bounded domain that admits

the Helmholtz decomposition [19], equality (5) is indeed the Helmholtz decomposition of φxf +

∇φx(p −Mx) − ωx in vBMOL2
(
B2ε(x)

)
. Hence, there is a constant C > 0, independent of x,

such that the estimate

∥φxf0 − ωx∥vBMOL2
(
B2ε(x)

) + ∥∇
(
φx(p−Mx)

)
∥
vBMOL2

(
B2ε(x)

)
≤ C∥φxf +∇φx(p−Mx)− ωx∥vBMOL2

(
B2ε(x)

)
holds for any x ∈ Ω with dΓ(x) ≥ 3ε. By using Morrey’s inequality and the boundedness of the

Bogovskĭı operator Bx
2n, we can estimate ∥ωx∥vBMOL2

(
B2ε(x)

) by ∥f0∥L2n(Ω), which can further be

controlled by ∥f∥vBMOL2(Ω). Since the Sobolev spaceW 1,n is continuously emdedded into BMO,

by the Poincaré inequality we can estimate ∥∇φx(p−Mx)∥vBMOL2
(
B2ε(x)

) by ∥∇p∥
L̃2n
(
B2ε(x)

),
which can also be further controlled by ∥f∥vBMOL2(Ω). Therefore, the interior BMO estimate

for f0,∇p reads as

[f0]BMOε
(
Ω2ε

) + [∇p]
BMOε

(
Ω2ε

) ≤ C(α, β,K)∥f∥vBMOL2(Ω)

where Ω2ε := {x ∈ Ω
∣∣ dΓ(x) > 2ε}.

The second type of cut-off function we consider is supported within a small neighborhood

of the boundary. For z0 ∈ Γ and ρ > 0 sufficiently small, we let the intersection between Ω and

the open ball Bρ(z0) be denoted by BΩ
ρ (z0) and we consider an open neighborhood of z0 named

Uρ(z0) that is of a special form which will be explicitly defined in Section 2.1; see Figure 1. We
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Figure 1: U4ε(z0) and B
Ω
10ε(z0)

construct φz0 ∈ C2
(
BΩ

12ε(z0)
)
such that suppφz0 ⊆ U4ε(z0) ⊂ BΩ

10ε(z0), φz0 = 1 in U3ε(z0) and(
∇dΓ · ∇φz0

)
(x) = 0 for any x ∈ Ω such that dΓ(x) < 3ε. Again, we follow the idea in [11], [12]

to set ωz0 := Bz0
2n

(
∇φz0 · f0

)
where Bz0

2n : L2n
0

(
BΩ

12ε(z0)
)
→ W 1,2n

(
BΩ

12ε(z0)
)n

is the Bogovskĭı

operator which solves the divergence problem

div u = g, u
∣∣
∂BΩ

12ε(z0)
= 0

for g ∈ L2n
(
BΩ

12ε(z0)
)
with integral zero in BΩ

12ε(z0). By multiplying the cut-off function φz0 to

f = f0 +∇p, we have that in this case

φz0f +∇φz0(p−Mz0)− ωz0 =
(
φz0f0 − ωz0

)
+∇

(
φz0(p−Mz0)

)
(6)

where Mz0 denotes the average value of p in BΩ
12ε(z0). Different from the interior case where

equality (5) is treated as being defined in a ball, in this case we treat equality (6) as being

defined in a perturbed C3 half space Rn
h∗
z0

which has small perturbation, i.e., we view BΩ
12ε(z0)

as being contained in a perturbed C3 half space Rn
h∗
z0

which has small perturbation. Such

concern is the key idea of [11], [12]. We then show that φz0f + ∇φz0(p −Mz0) − ωz0 belongs

to vBMOL2
(
Rn

h∗
z0

)
, which admits the Helmholtz decomposition [20]. As a result, equality (6)

is indeed the Helmholtz decomposition of φz0f +∇φz0(p−Mz0)− ωz0 in vBMOL2
(
Rn

h∗
z0

)
and

there exists a constant C(α, β,K) > 0 such that the estimate

∥φz0f0 − ωz0∥vBMOL2
(
Rn

h∗z0

) + ∥∇
(
φz0(p−Mz0)

)
∥
vBMOL2

(
Rn

h∗z0

)
≤ C(α, β,K)∥φz0f +∇φz0(p−Mz0)− ωz0∥vBMOL2

(
Rn

h∗z0

)
holds for any z0 ∈ Γ. Then, we perform similar estimates as in the interior case. We use Morrey’s

inequality and the boundedness of the Bogovskĭı operator Bz0
2n to estimate ∥ωz0∥vBMOL2

(
Rn

h∗z0

)
by ∥f∥vBMOL2(Ω). Since the Sobolev space W 1,n is continuously embedded in BMO, we use the

Poincaré inequality to estimate ∥∇φz0(p −Mz0)∥vBMOL2
(
Rn

h∗z0

) by ∥f∥vBMOL2(Ω). Therefore,

7



the vBMO estimate for f0,∇p up to the boundary reads as

[f0]BMO
ε
2

(
ΓRn
3ε

) + [∇d · f0]bε(Γ) + [∇p]
BMO

ε
2

(
ΓRn
3ε

) + [∇d · ∇p]bε(Γ) ≤ C(α, β,K)∥f∥vBMOL2(Ω).

Together with the interior BMO estimate for f0,∇p, we obtain Theorem 1.

As we have discussed before, the BMO − L2 interpolation inequality implies the contin-

uous embedding of vBMOL2(Ω) in L̃2n(Ω). As a result, the existence of the decomposition

for f in vBMOL2(Ω) into the sum of a solenoidal vector field f0 and a gradient field ∇p is

already guaranteed by the Helmholtz decomposition of f in L̃2n(Ω). In order to establish the

Helmholtz decomposition for f ∈ vBMOL2(Ω), it is sufficient to establish estimate (3) with

the constant depending only on the regularity of Γ = ∂Ω. Since the L2 part of estimate (3) is

also guaranteed by the Helmholtz decomposition of f in L̃2n(Ω), we only need to estimate the

vBMOµ,ν-seminorm of f0 and ∇p for finite µ, ν. Thus, it is natural to follow the strategy from

[11], [12] to cut-off f in order to make use of existing results on the Helmholtz decomposition

of the space vBMOL2. For the interior part that is far away from the boundary Γ, we could

locally make use of the Helmholtz decomposition of vBMOL2 in either an open ball (which is a

bounded domain) or the half space. Both choices would ensure that the constant in the estimate

is explicitly determined as a fixed number. For the region that is near the boundary Γ, although

we can still locally make use of the Helmholtz decomposition of vBMOL2 in a bounded domain,

but after the cut-off, part of the boundary Γ is involved and in this case, we have an estimate

with a constant whose dependency on Γ is unclear. Therefore, for the region that is near Γ, the

only choice we can consider is to locally make use of the Helmholtz decomposition of vBMOL2

in a slightly perturbed half space. Since the Helmholtz decomposition of vBMOL2 in a slightly

perturbed half space is only established in the case when the dimension n ≥ 3 [20], our main

theorem also needs to require the dimension n ≥ 3. If the Helmholtz decomposition of vBMOL2

in a slightly perturbed half space can be established in the case when n = 2, then the statement

of Theorem 1 is also valid for the case n = 2.

The organization of this paper is as follows. Main contents in Chapter 2 are to ensure that the

boundedness of the Bogovskĭı operator, Morrey’s inequality and the Poincaré inequality holds

for both domains Bρ(x) and BΩ
ρ (z0) with explicit dependency on constants in estimates. We

construct our desired cut-off functions φx and φz0 in Section 2.1. In Section 2.2, we prove that

the domain BΩ
ρ (z0) with sufficiently small ρ is bounded Lipschitz and star-like. For a perturbed

C3 half space Rn
h that has small perturbation, the constant in the estimate of the Helmholtz

decomposition of vBMOL2
(
Rn

h

)
depends on both the boundary regularity and the reach of

boundary ∂Rn
h0
. Hence in Section 2.3, we show that the reach of the boundary of a uniformly

C3 domain depends on its boundary regularity and the domain BΩ
ρ (z0) can be viewed as being

contained in a perturbed C3 half space with small perturbation whose boundary regularity is

determined by the regularity of Γ. In Section 2.4, we establish necessary inequalities with explicit

constant dependency for domains Bρ(x) and B
Ω
ρ (z0). Chapter 3 gives the proof to Theorem 1.

In Section 3.1, we reprove an extension theorem for BMOLr in a uniform domain and use it

to establish the domain version BMO − Lr interpolation inequality. In Section 3.2 and 3.3, we

establish the interior BMO estimate and the vBMO estimate up to the boundary for f0,∇p.
In Section 3.4, we give characterizations to intersections of vBMO∞,∞(Ω) with L̃2n

σ (Ω) and
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G̃2n(Ω).

2 Domain dependency of some basic inequalities

2.1 Localization tool

Throughout this paper, we denote x′ := (x1, x2, ..., xn−1) for x ∈ Rn and ∇′ := (∂1, ∂2, ..., ∂n−1).

Let us firstly recall some well-known details about a uniformly Ck domain Ω ⊂ Rn for k ∈ N,

see e.g. [40, Section I.3.2]. That is to say, there exist constants α, β,K > 0 such that for

each z0 ∈ Γ, up to translations and rotations, there exists a function hz0 ∈ Ck
(
Bα(0

′)
)
, where

Bα(0
′) denotes the open ball Bα(0

′) in Rn−1 of radius α with center 0′, satisfying the following

properties:

(i)

sup
0≤s≤k

∥∥(∇′)shz0
∥∥
L∞
(
Bα(0′)

) ≤ K;
(
∇′hz0

)
(0′) = 0′, hz0(0

′) = 0,

(ii) Ω ∩ Uα,β,hz0
(z0) =

{
(x′, xn) ∈ Rn

∣∣ hz0(x′) < xn < hz0(x
′) + β, |x′| < α

}
where

Uα,β,hz0
(z0) :=

{
(x′, xn) ∈ Rn

∣∣ hz0(x′)− β < xn < hz0(x
′) + β, |x′| < α

}
,

(iii) Γ ∩ Uα,β,hz0
(z0) =

{
(x′, xn) ∈ Rn

∣∣ xn = hz0(x
′), |x′| < α

}
.

We say that Ω is of type (α, β,K); see Figure 2. Since requiring β to be sufficiently small does

not affect values of α and K, without loss of generality, within this paper we may assume that

β < min{α, 2
nK }.

Figure 2: Uα,β,hz0
(z0)

Let d denote the signed distance function from Γ which is defined by

d(x) :=

 inf
y∈Γ

|x− y| for x ∈ Ω,

− inf
y∈Γ

|x− y| for x /∈ Ω
(7)

9



so that d(x) = dΓ(x) for x ∈ Ω. For a uniformly Ck domain Ω, there is RΩ > 0 such that

for x ∈ Ω with |d(x)| < RΩ, there is a unique point πx ∈ Γ such that |x − πx| = |d(x)|. The

supremum of such RΩ is called the reach of Γ in Ω, we denote this supremum by RΩ
∗ . Let Ω

c be

the complement of Ω in Rn. Similarly, there is RΩc
> 0 such that for x ∈ Ωc with |d(x)| < RΩc

,

we can also find a unique point πx ∈ Γ such that |x− πx| = |d(x)|. The supremum of such RΩc

is called the reach of Γ in Ωc, we denote this supremum by RΩc

∗ . We then define

R∗ := min
(
RΩ

∗ , R
Ωc

∗
)
,

which we call it the reach of Γ. Moreover, d is Ck in the ρ-neighborhood of Γ for any ρ ∈ (0, R∗),

i.e., d ∈ Ck
(
ΓRn

ρ

)
for any ρ ∈ (0, R∗) with

ΓRn

ρ :=
{
x ∈ Rn

∣∣ |d(x)| < ρ
}
;

see e.g. [21, Chap. 14, Appendix], [32, §4.4].

We next consider Ω as a uniformly Ck domain with k ≥ 3. For z0 ∈ Γ and ρ ∈ (0, R∗), we

set

Uρ(z0) :=
{
x ∈ Ω

∣∣ (πx)′ ∈ Bρ(0
′), dΓ(x) < ρ

}
,

where πx denotes the projection of x on Γ; see Figure 1. Let F0 : Vρ := Bρ(0
′)× (0, ρ) → Uρ(z0)

x = F0(η) =

{
η′ + ηn∇′d(η′, hz0(η

′));

hz0(η
′) + ηn∂xnd(η

′, hz0(η
′))

(8)

be the normal coordinate change in Uρ(z0). For any ε ∈ (0, 1), there is a constant cΩε which

depends on Ω and ε only, such that for any ρ ∈ (0, cΩε ) and z0 ∈ Γ, the estimates

∥∇F0 − I∥L∞(Vρ) < ε,

∥∇F−1
0 − I∥

L∞
(
Uρ(z0)

) < ε
(9)

hold simultaneously [23, Proposition 3]. Therefore, by Hadamard’s inverse function theorem,

see e.g. [32, §6.2], the Ck−1 mapping F0 : Vρ → Uρ(z0) is indeed a C2 diffeomorphism. Note

that ∇F−1
0 is actually 1

det(∇F0)
· adj(∇F0) where adj(∇F0) denotes the adjugate of ∇F0. By

considering the relation

(
∂xi∇F−1

0

)
(x) =

n∑
j=1

(
∇F−1

0

)
ij
(x) ·

{
∂

∂ηj

(
adj(∇F0)

det(∇F0)

)}
(η),

by estimates (9) we can deduce that there exists a constant C = C(K) > 0 such that

∥F0∥C2(Vρ) + ∥F−1
0 ∥

C2
(
Uρ(z0)

) ≤ C. (10)

For ρ ∈ (0, R∗), we set Ωρ := Ω \ ΓRn

ρ . In order to localize the problem, we introduce

two types of cut-off functions. one type are supported in a small ball away from the boundary

whereas the other type are supported in a small neighborhood of the boundary.
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Proposition 2. Let Ω ⊂ Rn be a uniformly C1 domain and R∗ be the reach of boundary Γ = ∂Ω.

Let ε ∈ (0, R∗
3 ) and x ∈ Ω3ε. There exists φx ∈ C∞

c (Rn) which satisfies the following conditions:

• 0 ≤ φx ≤ 1,

• suppφx ⊆ B 3ε
2
(x),

• φx = 1 in Bε(x),

• ∥φx∥C2(Rn) ≤ Cε−2 where C is a constant independent of x ∈ Ω3ε.

Proof. Let us recall a well-known construction of a 1 dimensional cut-off function which is widely

used in various contents, see e.g. [33, Lemma 2.20 and Lemma 2.21]. We consider

ϕ(t) :=
ζ(94 − t2)

ζ(t2 − 1) + ζ(94 − t2)
, t ∈ R

with

ζ(t) :=

{
exp(−1

t ) for t > 0,

0 for t ≤ 0.
(11)

In our case, an easy check tells us that ϕ ∈ C∞
c (R) which satisfies ϕ(t) = 1 for |t| ≤ 1 and

ϕ(t) = 0 for |t| ≥ 3/2. For x ∈ Ω3ε, we let

φx(y) := ϕ
( |y − x|

ε

)
, y ∈ Rn.

It is obvious that 0 ≤ φx ≤ 1, suppφx ⊆ B 3ε
2
(x) and φx = 1 in Bε(x). A direct calculation

shows that

∥φx∥C2(Rn) ≤ C(n)∥ϕ∥C2(R) · ε−2.

2

Proposition 3. Let Ω ⊂ Rn be a uniformly C3 domain and R∗ be the reach of boundary Γ = ∂Ω.

Let 0 < ε < min{R∗
5 ,

cΩ
1/2

5 } and z0 ∈ Γ. There exists φz0 ∈ C2(Ω) which satisfies the following

conditions:

• 0 ≤ φz0 ≤ 1,

• suppφz0 ⊆ U4ε(z0),

• φz0 = 1 in U3ε(z0),

• ∥φz0∥C2(Ω) ≤ Cε−2 where C is a constant independent of z0 ∈ Γ,

• ∇d · ∇φz0 = 0 in ΓRn

3ε .
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Proof. Similar to the construction of ϕ in the proof of Proposition 2, in this case we consider

ψ(t) :=
ζ(4− t)

ζ(t− 3) + ζ(4− t)
, t ∈ R

where ζ is the function defined by expression (11). Obviously, ψ ∈ C∞
c (R) which satisfies

suppψ ⊆ B4(0), 0 ≤ ψ ≤ 1 and ψ = 1 in B3(0). Let Rn
+ := {(η′, ηn) ∈ Rn

∣∣ ηn > 0} be the

upper half space. We then define

φV (η
′, ηn) := ψ

(
ηn
ε

)
, φH(η′, ηn) := ψ

(
|η′|
ε

)
for any (η′, ηn) ∈ Rn

+. Note that for 0 < ηn, ξn < 3ε with ηn ̸= ξn, we have that φV (η
′, ηn) =

φV (η
′, ξn) = 1 and for any |η′| < 3ε, we have that φH(η′, ηn) = 1. By setting

φ∗(η
′, ηn) := φV (η

′, ηn) · φH(η′, ηn)

for any (η′, ηn) ∈ Rn
+, our desired φz0 can be constructed as

φz0(x) :=
(
φ∗ ◦ F−1

0

)
(x), x ∈ U4ε(z0).

It is obvious that 0 ≤ φz0 ≤ 1, suppφz0 ⊆ U4ε(z0) and φz0 = 1 in U3ε(z0). Since estimate (10)

provide a uniform control on ∥F−1
0 ∥

C2
(
U4ε(z0)

), we have that

∥φz0∥C2
(
U4ε(z0)

) ≤ C(K,n)ε−2.

Since by our construction we have that φ∗(η
′, ηn) = φ∗(η

′, ξn) for any 0 < ηn, ξn < 3ε such that

ηn ̸= ξn, the fact that

(∇xd) ◦ F0 · (∇xφz0) ◦ F0 = ∂ηn
(
φz0 ◦ F0

)
;

see e.g. [19, Proof of Lemma 5 (i)], would imply that ∇d · ∇φz0 = 0 in ΓRn

3ε . 2

2.2 Geometric properties of the intersection of Ω with a ball centered on Γ

In this section, let Ω ⊂ Rn be a uniformly C2 domain of type (α, β,K) with boundary Γ = ∂Ω.

Let R∗ be the reach of Γ. For z0 ∈ Γ and ρ ∈ (0, R∗), we denote the intersection of Ω with the

ball Bρ(z0) by B
Ω
ρ (z0), i.e., B

Ω
ρ (z0) := Bρ(z0) ∩ Ω.

Let us further recall that a bounded domain D ⊂ Rn is said to be a Lipschitz domain if

there exist constants α0, β0,K0 > 0 such that for each w0 ∈ ∂D := D \ D, up to translations

and rotations, there exists a Lipschitz function hw0 ∈ C0,1
(
Bα0(0

′)
)
satisfying

(i)

∥hw0∥C0,1
(
Bα0 (0

′)
) ≤ K0, hw0(0

′) = 0,

(ii) D ∩ Uα0,β0,hw0
(w0) =

{
(x′, xn) ∈ Rn

∣∣ hw0(x
′) < xn < hw0(x

′) + β0, |x′| < α0

}
where

Uα0,β0,hw0
(w0) :=

{
(x′, xn) ∈ Rn

∣∣ hw0(x
′)− β0 < xn < hw0(x

′) + β0, |x′| < α0

}
,
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(iii) ∂D ∩ Uα0,β0,hw0
(w0) =

{
(x′, xn) ∈ Rn

∣∣ xn = hw0(x
′), |x′| < α0

}
;

see e.g. [40, Section I.3.2]. We call the constant K0 to be the Lipschitz constant for boundary

∂D.

Lemma 4. Let z0 ∈ Γ and 0 < ρ < min{(96nK + 4)−1, α, β,R∗}. Then BΩ
ρ (z0) is a bounded

Lipschitz domain with Lipschitz constant L = L(K) > 0.

Lemma 4 is intuitively clear at least qualitatively. However, we give a detailed proof since it

seems that there is no explicit proof in the literature. Let z0 ∈ Γ and ρ < min {α, β,R∗}. Before
we start to prove anything, we would like to firstly clarify some concepts that are necessary

to understand the notations in this proof. Let w0 ∈ Γ ∩ ∂Bρ(z0). Here we mean that w0 =(
w′
0, (w0)n

)
is the coordinate of the point w0 in the local coordinate system in z0. Without loss

of generality, we assume that the coordinate system in z0 is generated by the base of unit normal

vectors {e1, e2, ..., en} where the j-th component of ei is δij for all 1 ≤ i, j ≤ n. Let (en)
Ω be the

unit normal vector at w0 with respect to boundary Γ, i.e., we have that in this case

(en)
Ω =

− ∇′hz0(w
′
0)(

1 +
∣∣∇′hz0(w

′
0)
∣∣2) 1

2

,
1(

1 +
∣∣∇′hz0(w

′
0)
∣∣2) 1

2

 .

Let (en)
B be the unit normal vector at w0 with respect to boundary ∂Bρ(z0), i.e., we have that

in this case

(en)
B = −

(
w′
0

ρ
,
(w0)n
ρ

)
= −

(
w′
0

ρ
,
hz0(w

′
0)

ρ

)
.

We then set

(en)
I :=

(en)
Ω + (en)

B∣∣(en)Ω + (en)B
∣∣

and pick a base of orthonormal vectors {(e1)I , (e2)I , ..., (en−1)
I} which generates the tangent

plane PI(w0) at w0 with respect to normal (en)
I ; see Figure 3. We shall prove that with (en)

I

representing the direction of the n-axis, this base {(e1)I , (e2)I , ..., (en)I} is indeed the coordinate

system in w0 that we are seeking.

Figure 3: PI(w0)

In addition, we pick two more bases of orthonormal vectors, say {(e1)Ω, (e2)Ω, ..., (en−1)
Ω}

and {(e1)B, (e2)B, ..., (en−1)
B}, which generates the tangent plane PΩ(w0) at w0 with respect to
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normal (en)
Ω and the tangent plane PB(w0) at w0 with respect to normal (en)

B respectively.

Within this proof, for a point u ∈ Rn, we say that u = (u1, u2, ..., un) is the coordinate of u in

the coordinate system in z0, u
Ω = (uΩ1 , u

Ω
2 , ..., u

Ω
n ) is the coordinate of u in the coordinate system

in w0 where (en)
Ω represents the direction of the n-axis, uB = (uB1 , u

B
2 , ..., u

B
n ) is the coordinate

of u in the coordinate system in w0 where (en)
B represents the direction of the n-axis and

uI = (uI1, u
I
2, ..., u

I
n) is the coordinate of u in the coordinate system in w0 where (en)

I represents

the direction of the n-axis. Since u is nothing but the same point in different coordinate system,

we have that

u = (u1, u2, ..., un) = w0 +
n∑

i=1

uΩi · (ei)Ω = w0 +
n∑

i=1

uBi · (ei)B = w0 +
n∑

i=1

uIi · (ei)I . (12)

Proof of Lemma 4. Let πI : Rn → PI(w0) be the projection of points in Rn onto the tangent

plane PI(w0), i.e., for any u ∈ Rn we have that either u−πI(u) = |u−πI(u)|(en)I or u−πI(u) =
−|u − πI(u)|(en)I . Since

(
πI(u)

)I
= (uI,

′
, 0) where uI,

′
:= (uI1, u

I
2, ..., u

I
n−1), for any z, y ∈ Rn

in the coordinate system in z0, coordinate equivalence relation (12) tells us that

|πI(z)− πI(y)| = |zI,′ − yI,
′ | ≤ |z − y|,

which means that πI : Rn → PI(w0) is a Lipschitz continuous map.

We claim that πI : B∂
ρ2(w0) \ Γ → πI

(
B∂

ρ2(w0) \ Γ
)
is injective where B∂

ρ2(w0) := {u ∈
∂BΩ

ρ (z0)
∣∣ |u−w0| < ρ2}. Let us consider the equation

∣∣y+ ℓ(en)
I
∣∣ = ρ for y ∈ B∂

ρ2(w0) \ Γ and

ℓ ∈ (−∞,∞). Then, we have that

|y + ℓ(en)
I |2 = |y|2 + 2ℓ

(
y · (en)I

)
+ ℓ2 = ρ2,

which further implies that either ℓ = 0 or

ℓ = −
2y ·

(
(en)

Ω + (en)
B
)∣∣(en)Ω + (en)B

∣∣
as |y| = ρ. The mean value theorem tells us that |∇′hz0(w

′
0)| ≤ nK|w′

0| and |hz0(w′
0)| ≤ nK|w′

0|2.
Hence, by making use of the explicit expressions for (en)

Ω and (en)
B, we can deduce that

∣∣(en)Ω + (en)
B
∣∣2 ≤ 2 +

2
∣∣∇′hz0(w

′
0)
∣∣ · |w′

0|

ρ
(
1 +

∣∣∇′hz0(w
′
0)
∣∣2)1/2 +

2
∣∣hz0(w′

0)
∣∣

ρ
(
1 +

∣∣∇′hz0(w
′
0)
∣∣2)1/2 ≤ 2 + 4nKρ. (13)

On the other hand,

y ·
(
(en)

Ω + (en)
B
)
= (y − w0) ·

(
(en)

Ω + (en)
B
)
+ w0 · (en)Ω + w0 · (en)B.

Similar to the derivation of estimate (13), we can deduce that |w0 · (en)Ω| ≤ 2nKρ2. Since

w0 · (en)B = −ρ, ρ < (4nK + 4)−1 and |y − w0| < ρ2, we then obtain that

−y ·
(
(en)

Ω + (en)
B
)
≥ ρ− (2nK + 2)ρ2 ≥ ρ

2
, (14)
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which leads to the fact that ℓ ≥ ρ√
3
. That is to say, πI : B∂

ρ2(w0)\Γ → πI
(
B∂

ρ2(w0)\Γ
)
is indeed

injective since for any y, y∗ ∈ B∂
ρ2(w0) \ Γ, we have that |y − y∗| < 2ρ2 < ρ√

3
.

In the meantime, πI : B∂
ρ2(w0) ∩Bρ(z0) → πI

(
B∂

ρ2(w0) ∩Bρ(z0)
)
is also injective. Indeed as

otherwise, there exist z, z∗ ∈ B∂
ρ2(w0) ∩ Bρ(z0) and ℓ ∈ (0,∞) such that z + ℓ(en)

I = z∗. If we

focus on the n-th component of this vector equation, we see that

zn + ℓ(en)
I
n = hz0(z

′) + ℓ(en)
I
n = hz0(z

′
∗) = (z∗)n.

Since ℓ = |z∗ − z| ≥ |z′∗ − z′|, by the mean value theorem, there exists t ∈ (0, 1) such that

∣∣∇′hz0
(
(1− t)z′ + tz′∗

)∣∣ ≥ |hz0(z′∗)− hz0(z
′)|

|z′∗ − z′|
=

ℓ(en)
I
n

|z′∗ − z′|
≥ (en)

I
n.

By a similar derivation as for estimate (13), we can deduce that

(en)
I
n ≥ 1∣∣(en)Ω + (en)B

∣∣ ·
 1(

1 +
∣∣∇′hz0(w

′
0)
∣∣2) 1

2

−
∣∣∣∣ |hz0(w′

0)|
ρ

∣∣∣∣


≥ 1(
2 + 4nKρ

) 1
2

·

 1(
1 + n2K2ρ2

) 1
2

− nKρ

 >
2

5

(15)

for any ρ < (4nK)−1. On the other hand, since both |z′∗| and |z′| are less than ρ and the open

ball Bρ(0
′) is convex, the line segment joining z′∗ and z′ lies completely in Bρ(0

′), i.e., we have

that
∣∣(1− t)z′+ tz′∗∣∣ < ρ. Hence,

∣∣∇′hz0
(
(1− t)z′+ tz′∗

)∣∣ can be estimated by nKρ, which is less

than 1/4 as ρ < (4nK)−1. We obtain a contradiction. The mapping πI : B∂
ρ2(w0) ∩ Bρ(z0) →

πI
(
B∂

ρ2(w0) ∩Bρ(z0)
)
is indeed injective.

Moreover, we could also prove that for any z ∈ B∂
ρ2(w0) ∩ Bρ(z0) and y ∈ B∂

ρ2(w0) \ Γ,

we have that πI(z) ̸= πI(y). Suppose that there exist ℓ ∈ (0,∞), z ∈ B∂
ρ2(w0) ∩ Bρ(z0) and

y ∈ B∂
ρ2(w0) \ Γ such that y + ℓ(en)

I = z. Since ρ < min{α, β,R∗}, the n-th component of this

vector equation tells us that

hz0(z
′) = ℓ(en)

I
n + yn ≥ ℓ(en)

I
n + hz0(y

′)

as y ∈ B∂
ρ2(w0) \ Γ lies above Γ. Then same argument in the above paragraph would lead us

to the same contradiction. Suppose that there exist ℓ∗ ∈ (0,∞), z ∈ B∂
ρ2(w0) ∩ Bρ(z0) and

y ∈ B∂
ρ2(w0) \ Γ such that z + ℓ∗(en)

I = y. Note that a straight line would intersect a sphere

at two points at most. Let us consider the straight line Ly := {y + ℓ(en)
I
∣∣ ℓ ∈ (−∞,∞)}.

The equation z + ℓ∗(en)
I = y means that the straight line Ly actually has intersection with the

sphere ∂Bρ(z0). Clearly Ly does not lie in the tangent plane at y with respect to the sphere

∂Bρ(z0). Indeed, since the normal at y that points inside the ball Bρ(z0) is −y
ρ and∣∣∣∣− y

ρ
· (en)I

∣∣∣∣ = ∣∣∣∣w0 − y

ρ
· (en)I + (en)

B · (en)I
∣∣∣∣ ≥ 1− 2nKρ(

2 + 4nKρ
) 1

2

− ρ >
1

2
√
3
− 1

4
> 0
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as ρ < (4nK + 4)−1. Thus, the straight line Ly must intersects ∂Bρ(z0) at two points. One

point is y, the other point must be of the form y − ℓ1(en)
I for some ℓ1 > 0 as the ray L−

y :=

{y − ℓ(en)
I
∣∣ ℓ > 0}, which starts from y, enters the open ball Bρ(z0). This is due to the fact

that the point z = y − ℓ∗(en)
I actually lies inside Bρ(z0). Hence, the ray L−

y must cross the

sphere ∂Bρ(z0) again in order to get out of Bρ(z0). On the other hand, since y ∈ B∂
ρ2(w0) \ Γ

and Ly must intersects ∂Bρ(z0) at two points, estimate (14) and (13) implies the fact that

the ray L+
y := {y + ℓ(en)

I
∣∣ ℓ > 0} starting from y would intersect ∂Bρ(z0) again for some

ℓ2 >
ρ√
3
> 0. Now, we arrived at the fact that the straight line Ly intersects the sphere ∂Bρ(z0)

at three different points; i.e., y − ℓ1(en)
I , y and y + ℓ2(en)

I with ℓ1, ℓ2 > 0, which is clearly a

contradiction. Therefore, together with the fact that πI : B∂
ρ2(w0) \ Γ → πI

(
B∂

ρ2(w0) \ Γ
)
and

πI : B∂
ρ2(w0)∩Bρ(z0) → πI

(
B∂

ρ2(w0)∩Bρ(z0)
)
are both injective, we conclude that the mapping

πI : B∂
ρ2(w0) → πI

(
B∂

ρ2(w0)
)
is indeed injective.

For x, z ∈ Γ∩Bρ(z0), the coordinate equivalence relation (12) tells us that |z−x| = |zI−xI |.
By the triangle inequality, we see that

|zIn − xIn| ≤ |zI,′ − xI,
′ |+ |x− z|. (16)

For 1 ≤ j ≤ n− 1, note that

zj − xj =
n−1∑
i=1

(zIi − xIi )(ei)
I
j + (zIn − xIn)(en)

I
j

where the notation (ei)
I
k denotes the k-th component of unit vector (ei)

I for 1 ≤ i, k ≤ n. Similar

to the derivation of estimate (13), we can deduce that

∣∣(en)Ij ∣∣ ≤ 1

|(en)Ω + (en)B|

( ∣∣∂jhz0(w′
0)
∣∣(

1 +
∣∣∇′hz0(w

′
0)
∣∣2)1/2 +

∣∣(w0)j
∣∣

ρ

)

≤ 1

(2− 4nKρ)
1
2

(
K|w′

0|+
∣∣(w0)j

∣∣
ρ

)
.

Note that by the Cauchy-Schwarz inequality, we have the estimate∣∣∣∣∣∣
n−1∑
j=1

( n−1∑
i=1

(zIi − xIi )(ei)
I
j

)
(zIn − xIn)(en)

I
j

∣∣∣∣∣∣
≤

n−1∑
j=1

( n−1∑
i=1

(zIi − xIi ) · (ei)Ij
)2
 1

2 ∣∣zIn − xIn
∣∣( n−1∑

j=1

∣∣(en)Ij ∣∣2) 1
2

.
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Hence, by summing up all j from 1 to n− 1, we obtain that

|z′ − x′| ≤

n−1∑
j=1

( n−1∑
i=1

(zIi − xIi ) · (ei)Ij
)2
 1

2

+ |zIn − xIn| ·
( n−1∑

j=1

∣∣(en)Ij ∣∣2) 1
2

≤ n|zI,′ − xI,
′ |+

(
nK2ρ2 + 2nKρ+ 1

2− 4nKρ

) 1
2

|zIn − xIn|.

On the other hand, by the mean value theorem we see that

|zn − xn| =
∣∣hz0(z′)− hz0(x

′)
∣∣ ≤ nKρ|z′ − x′|,

which further implies that

|z − x| ≤ (nKρ+ 1)|z′ − x′|

≤ (n2Kρ+ n)|zI,′ − xI,
′ |+ (nKρ+ 1)

(
nK2ρ2 + 2nKρ+ 1

2− 4nKρ

) 1
2

|zIn − xIn|.
(17)

Since ρ < (12nK)−1, then

(nKρ+ 1)

(
nK2ρ2 + 2nKρ+ 1

2− 4nKρ

) 1
2

<
169

48
√
15

<
169

185
.

Therefore, by substituting estimate (17) back into estimate (16) and then considering the ab-

sorption principle, we obtain the estimate

|zIn − xIn| ≤ 13n|zI,′ − xI,
′ |. (18)

We next consider x, y ∈ B∂
ρ2(w0) \

(
Γ ∩ Bρ(z0)

)
. Let gw0(u

′) := ρ −
(
ρ2 − |u′|2

)1/2
for

u′ ∈ Bρ2(0
′). Within the local coordinate system in w0 represented by the orthonormal base

{(e1)B, (e2)B, ..., (en)B}, we have that B∂
ρ2(w0)\Γ ⊂ gw0

(
Bρ2(0

′)
)
, i.e., B∂

ρ2(p0)\Γ can be viewed

as the graph of gw0 on some connected open subset of Bρ2(0
′). Obviously both x and y belong to

gw0

(
Bρ2(0

′)
)
, which means that xBn = gw0

(
xB,′

)
and yBn = gw0

(
yB,′

)
. By coordinate equivalence

condition (12), we see that |yI − xI | = |yB − xB|. The triangle inequality implies that

|yIn − xIn| ≤ |yB − xB|+ |yI,′ − xI,
′ |. (19)

By the mean value theorem, we have that∣∣yBn − xBn
∣∣ ≤ ∣∣gw0

(
yB,′

)
− gw0

(
xB,′

)∣∣ ≤ 1

3

∣∣yB,′ − xB,′
∣∣

as ρ < 1/4. There exist rotation matrices RI
z0 and RB

z0 that satisfies RI
z0ei = (ei)

I and RB
z0ei =

(ei)
B for all 1 ≤ i ≤ n. The coordinate equivalence condition (12) also says that

y − x = RB
z0 · (y

B − xB) = RI
z0 · (y

I − xI),
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which further implies that

yB − xB =
(
RB

z0

)T ·RI
z0 · (y

I − xI), (20)

where
(
RB

z0

)T
is the transpose of RB

z0 . Note that the n-th column of matrix
(
RB

z0

)T ·RI
z0 is indeed(

(e1)
B · (en)I , (e2)B · (en)I , ... , (en)B · (en)I

)
. As we have already derived it in estimate (13),

∣∣(en)B · (en)I
∣∣ = ∣∣1 + (en)

B · (en)Ω
∣∣∣∣(en)Ω + (en)B
∣∣ ≥ 1− 2nKρ√

2 + 4nKρ
.

Since
(
RB

z0

)T ·RI
z0 is also an orthogonal matrix, we have that

n−1∑
i=1

∣∣(ei)B · (en)I
∣∣2 = 1−

∣∣(en)B · (en)I
∣∣2 ≤ 1 + 8nKρ− 4n2K2ρ2

2 + 4nKρ
.

From the coordinate equivalence relation (20), we deduce the estimate∣∣yBi − xBi
∣∣ ≤ (n− 1)

∣∣yI,′ − xI,
′∣∣+ ∣∣(ei)B · (en)I

∣∣ · ∣∣yIn − xIn
∣∣

which holds for any 1 ≤ i ≤ n− 1. As the Cauchy-Schwarz inequality guarantees that

n−1∑
i=1

∣∣(ei)B · (en)I
∣∣ ≤ (n− 1)

1
2

( n−1∑
i=1

∣∣(ei)B · (en)I
∣∣2) 1

2

,

by summing up every i from 1 to n− 1, we deduce that

∣∣yB,′ − xB,′
∣∣ ≤ (n− 1)

3
2

∣∣yI,′ − xI,
′∣∣+ (1 + 8nKρ− 4n2K2ρ2

2 + 4nKρ

) 1
2 ∣∣yIn − xIn

∣∣.
Substitute the estimate for

∣∣yB,′ − xB,′
∣∣ and ∣∣yBn − xBn

∣∣ back into estimate (19), we have that

∣∣yIn − xIn
∣∣ ≤ (4

3
n

3
2 + 1

)∣∣yI,′ − xI,
′∣∣+ 4

3
·
(
1 + 8nKρ− 4n2K2ρ2

2 + 4nKρ

) 1
2 ∣∣yIn − xIn

∣∣.
Since ρ < (96nK)−1, then

4

3
·
(
1 + 8nKρ− 4n2K2ρ2

2 + 4nKρ

) 1
2

<
4
√
5

9
<

995

1000
.

Therefore, by absorption principle we obtain that∣∣yIn − xIn
∣∣ ≤ 600n

3
2

∣∣yI,′ − xI,
′∣∣. (21)

Since πI : B∂
ρ2(w0) → πI

(
B∂

ρ2(w0)
)
is continuous and injective, by the theorem of invariance

of domain, see e.g. [7, Corollary 19.9], πI is a homeomorphism between B∂
ρ2(w0) and πI

(
B∂

ρ2(w0)
)

and it is an open map. Thus, πI
(
B∂

ρ2(w0)
)
is open as B∂

ρ2(w0) is open. There exists ε0 > 0
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such that Bε0(0
′) ⊂ πI

(
B∂

ρ2(w0)
)
. We let α0 = min {ε0/2, ρ2/(600n

3
2 )}. The mapping π−1

I :

Bα0(0
′) → π−1

I

(
Bα0(0

′)
)
is continuous and bijective. For z ∈ π−1

I

(
Bα0(0

′)
)
∩ Bρ(z0) and y ∈

π−1
I

(
Bα0(0

′)
)
\Γ, there exists x ∈ Γ∩∂Bρ(z0)∩B∂

ρ2(w0) such that πI(x) =
(
xI,

′
, 0
)
lies exactly on

the line segment joining πI(z) =
(
zI,

′
, 0
)
and πI(y) =

(
yI,

′
, 0
)
in the hyperplane PI(w0). Indeed,

as the line segment joining
(
zI,

′
, 0
)
and

(
yI,

′
, 0
)
in PI(w0) are of the form

(
zI,

′
, 0
)
+t·
(
yI,

′−zI,′ , 0
)

where 0 ≤ t ≤ 1. Let 0 < t∗ < 1 be the smallest t such that

π−1
I

((
zI,

′
, 0
)
+ t ·

(
yI,

′ − zI,
′
, 0
))

/∈ π−1
I

(
Bα0(0

′)
)
∩Bρ(z0)

for the first time. Let x = π−1
I

((
zI,

′
, 0
)
+ t∗ ·

(
yI,

′ − zI,′ , 0
))
. We must have that x ∈ Γ∩∂Bρ(z0)

since π−1
I

(
Bα0(0

′)
)
\ Γ is open. Therefore, by estimate (18) and (21) we deduce that∣∣zIn − yIn

∣∣ ≤ ∣∣zIn − xIn
∣∣+ ∣∣yIn − xIn

∣∣ ≤ 600n
3
2
(∣∣zI,′ − xI,

′∣∣+ ∣∣yI,′ − xI,
′∣∣) = 600n

3
2

∣∣zI,′ − yI,
′∣∣.

Take β0 = α0 and γ0(u
′) :=

(
π−1
I (u′)

)I
n
for u′ ∈ Bα0(0

′), then we are done. 2

Next, let us recall the concept for a bounded domain D to be star-shaped (or star-like). We

say that D is star-shaped (or star-like) with respect to a point x ∈ D if every ray starting from

x intersects ∂D at one and only one point, and that D is star-shaped (or star-like) with respect

to an open ball B ⊂ D if D is star-shaped (or star-like) with respect to every point x ∈ B; see

e.g. [15, Section II.1.4].

Lemma 5. Let z0 ∈ Γ and 0 < ρ < min{(32nK)−1, α, β,R∗}. Then BΩ
ρ (z0) is star-like with

respect to B ρ
4
(x0) ⊂ BΩ

ρ (z0) where x0 is the point whose projection on Γ is z0 and d(x0) =
ρ
2 .

Proof. For any x ∈ BΩ
ρ (z0) and ev ∈ Sn where Sn denotes the n dimensional unit sphere centered

at 0, the ray L+
x := {x+ ℓev

∣∣ ℓ > 0} would only intersects ∂Bρ(z0) once since otherwise, as we

have discussed in the proof of Lemma 4, the straight line Lx := {x + ℓev
∣∣ ℓ ∈ R} would have

intersected ∂Bρ(z0) at more than two different points, which is absurd. Hence, it is sufficient to

prove that for any x ∈ B ρ
4
(x0), the ray Lx not only cannot have two intersections on Bρ(z0)∩Γ,

but also cannot have one intersection on ∂BΩ
ρ (z0) \ Γ and another intersection on Bρ(z0) ∩ Γ.

We shall prove these two claims by assuming the contrary.

Note that the coordinate of x0 in the local coordinate system in z0 is indeed (0′, ρ2). Hence

within this proof, for any u ∈ Bρ(z0), we may assume that u = (u1, ..., un) is the coordinate of

point u in the local coordinate system in z0. For x ∈ B ρ
4
(x0), the triangle inequality implies

that

xn ≥ ρ

2
−
∣∣∣∣xn − ρ

2

∣∣∣∣ ≥ ρ

2
− |x− x0| >

ρ

4
.

Hence, for x ∈ B ρ
4
(x0) with ℓ > 0, ev ∈ Sn and z′ ∈ Bρ(0

′) such that x+ ℓev =
(
z′, hz0(z

′)
)
, we

then must have

−ℓ(ev)n = xn − hz0(z
′) >

ρ

4
− nKρ2 >

ρ

8
> 0,

i.e., in this case the n-th component of ev must be negative. Since x+ℓev =
(
z′, hz0(z

′)
)
∈ Bρ(z0),

we must also have that ℓ < 2ρ. Thus, we can deduce that −(ev)n >
1
16 .
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Suppose that there exist x ∈ B ρ
4
(x0), ev ∈ Sn and 0 < ℓ1 < ℓ2 such that the ray L+

x intersects

Bρ(z0)∩Γ at points x+ ℓ1ev and x+ ℓ2ev. That means that there exist z′1, z
′
2 ∈ Bρ(0

′) such that

x+ ℓ1ev =
(
z′1, hz0(z

′
1)
)
, x+ ℓ2ev =

(
z′2, hz0(z

′
2)
)
.

By subtracting x+ ℓ1ev from x+ ℓ2ev, we can easily deduce that∣∣hz0(z′1)− hz0(z
′
2)
∣∣

|z′1 − z′2|
= −(ℓ2 − ℓ1)(ev)n

|z′1 − z′2|
>

1

16
.

Hence, similar as in the proof of Lemma 4, by the mean value theorem we may deduce that

1

32
> nKρ ≥ ∥∇′hz0∥L∞

(
Bρ(0′)

) > 1

16
,

which is a contradiction. Therefore, we conclude that for any x ∈ B ρ
4
(x0) and ev ∈ Sn, the ray

L+
x only intersects Bρ(z0) ∩ Γ once.

Suppose that there exist x ∈ B ρ
4
(x0), ev ∈ Sn and 0 < ℓ1 < ℓ2 such that the ray L+

x intersects

Bρ(z0) ∩ Γ at x+ ℓ1ev and then ∂BΩ
ρ (z0) \ Γ at x+ ℓ2ev. Since the n-th component of x+ ℓ1ev

is of the form
(
z′, hz0(z

′)
)
for some z′ ∈ Bρ(0

′). Then we must have that

hz0(z
′) + (ℓ2 − ℓ1)(ev)n = xn + ℓ2(ev)n > hz0

(
x′ + ℓ2(ev)

′),
with (ev)

′ :=
(
(ev)1, ..., (ev)n−1

)
since x+ ℓ2ev ∈ ∂Bρ(z0) \ Γ lies above Γ. Similar as above, by

mean value theorem we deduce that

1

32
> ∥∇′hz0∥L∞

(
Bρ(0′)

) ≥ ∣∣hz0(z′)− hz0
(
x′ + ℓ2(ev)

′)∣∣∣∣z′ − x′ − ℓ2(ev)′
∣∣ >

ℓ1 − ℓ2∣∣z′ − x′ − ℓ2(ev)′
∣∣(ev)n ≥ −(ev)n,

which is a contradiction as −(ev)n >
1
16 . Therefore, we see that for any x ∈ B ρ

4
(x0) and ev ∈ Sn,

if the ray L+
x intersects Bρ(z0)∩Γ at x+ℓ∗ev for some ℓ∗ > 0, then L+

x does not intersect ∂BΩ
ρ (z0)

for any ℓ > ℓ∗.

Finally, for x ∈ Bρ(z0), we suppose that there exist ev ∈ Sn and 0 < ℓ1 < ℓ2 such that the

ray L+
x intersects ∂BΩ

ρ (z0)\Γ at x+ℓ1ev and then Bρ(z0)∩Γ at x+ℓ2ev. Since x+ℓ2ev ∈ Bρ(z0),

the ray L+
x+ℓ2ev

:= {x+ ℓev
∣∣ ℓ > ℓ2} must intersect again at ∂Bρ(z0) for some ℓ3 > ℓ2. On the

other hand, since x ∈ Bρ(z0), the ray L−
x := {x− ℓev

∣∣ ℓ > 0} must intersects ∂Bρ(z0) for some

ℓ0 > 0. Hence, the straight line Lx intersects ∂Bρ(z0) at three different points, i.e., x − ℓ0ev,

x + ℓ2ev and x + ℓ3ev, which is a contradiction. Therefore, for any x ∈ Bρ(z0) and ev ∈ Sn, if

L+
x intersects ∂BΩ

ρ (z0) \ Γ at x+ ℓ∗ev for some ℓ∗ > 0, then L+
x does not intersect ∂BΩ

ρ (z0) for

any ℓ > ℓ∗. 2

2.3 Estimate for the reach R∗

We shall derive a lower bound estimate for the reach of Γ in terms of the regularity of Γ.

Proposition 6. Let Ω ⊂ Rn be a uniformly C2 domain of type (α, β,K) and R∗ be the reach

of Γ = ∂Ω. There exists a constant C = C(α, β,K) > 0 such that the lower bound estimate
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R∗ ≥ C > 0 holds.

Proof. Let z0 ∈ Γ. There exists ρ0 > 0 such that B2ρ0(z0) ⊂ Uα,β,hz0
(z0) as Uα,β,hz0

(z0) is open.

Let x0 = z0 − ρn(z0) where ρ ∈ (0, ρ0) and n(z0) denotes the outward unit normal at z0 with

respect to Γ. In the local coordinate system in z0, the coordinate of x0 is indeed (0′, ρ). Suppose

that there exists
(
z′, hz0(z

′)
)
∈ Uα,β,hz0

(z0) ∩ Γ such that
∣∣(z′, hz0(z′)− ρ

)∣∣ ≤ ρ and z′ ̸= 0′. By

the mean value theorem, we have that
∣∣hz0(z′)∣∣ ≤ nK|z′|2. Hence, we deduce that

|z′|2 − n2K2|z′|4 ≤ |z′|2 + hz0(z
′)2 ≤ 2ρhz0(z

′) ≤ 2nKρ|z′|2,

which further implies that 1 − n2K2|z′|2 ≤ 2nKρ. By the triangle inequality, we see that∣∣(z′, hz0(z′))∣∣ ≤ 2ρ. Hence, it holds that 1 ≤ 2nKρ + 4n2K2ρ2, i.e., if ρ < min
{

1
8nK , ρ0

}
, for

any z ∈ Uα,β,hz0
(z0) ∩ Γ such that z ̸= z0, we must have that |z − x0| > ρ.

Suppose that there exists w ∈ Uα,β,hz0
(z0) ∩ Γ such that the coordinate of w in the local

coordinate system in z0 is of the form
(
w′, hz0(w

′)− ν
)
for some ν ∈ (0, β) and

∣∣(w′, hz0(w
′)−

ν − ρ
)∣∣ ≤ ρ. Then, we have that

|w′|2 + hz0(w
′)2 + ν2 + 2νρ ≤ 2(ν + ρ)hz0(w

′). (22)

Since the closed ball Bρ

(
(0′, ρ)

)
lies completely in the upper half space Rn

+ := {(x′, xn) ∈ Rn
∣∣

xn > 0} except the boundary point 0, we must have that w′ ̸= 0′ and hz0(w
′) > ν > 0. Hence,

estimate (22) implies that

|w′|2 ≤ hz0(w
′)2 + 2ρhz0(w

′). (23)

Since
∣∣hz0(w′)

∣∣ ≤ nK|w′|2, estimate (23) implies that 1 ≤ n2K2ρ2+2nKρ, which is a contradic-

tion for ρ < min
{

1
8nK , ρ0

}
. Therefore, we show that for any ρ < min

{
1

8nK , ρ0
}
, z0 is the unique

point in Γ such that |x0 − z0| = dΓ(x0) = infz∈Γ |x0 − z|.
Next, we shall provide a uniform lower bound for R∗. For z0 ∈ Γ, we define that

reach
(
Γ, z0

)
:= sup

ℓ>0
{ℓ
∣∣ z0 − ℓn(z0) has a unique projection on Γ}.

We show in the above two paragraphs that for any z0 ∈ Γ, there exists ρ0 > 0 such that

reach
(
Γ, z0

)
≥ min

{
1

8nK
, ρ0

}
> 0.

Hence, for any x0 = z − ℓn(z0) with 0 < ℓ < reach
(
Γ, z0

)
and y ∈ Γ, there exists a lower bound

for reach
(
Γ, z0

)
, i.e.,

reach
(
Γ, z0

)
≥ − |z0 − y|2|x0 − z0|

2(x0 − z0) · (z0 − y)
, (24)

see e.g. [13, Theorem 4.8.(7)]. Suppose that there exists |y′| < α such that hz0(y
′) > 0. Since
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hz0(y
′) ≤ nK|y′|2, then estimate (24) would imply that

reach
(
Γ, z0

)
≥ 1

2

(
|y′|2

hz0(y
′)
+ hz0(y

′)

)
≥ 1

2nK
.

Suppose that hz0(y
′) ≤ 0 for any |y′| < α, then we claim that reach

(
Γ, z0

)
≥ β

4 . Suppose that

there exists z∗ ∈ Γ such that z∗ ̸= z0 and
∣∣(0′, ℓ)−z∗∣∣ ≤ ℓ for some 0 < ℓ < β

4 . Since |z∗−z0| ≤ 2ℓ

and the closed ball Bℓ

(
(0′, ℓ)

)
lies completely in Rn

+ except z0, we deduce that

0 < (z∗)n <
β

2
,

β

2
− hz0(z

′
∗) ≤

β

2
+ nK|z′∗|2 ≤

β

2
+
nKβ2

4
.

Since we are assuming that β < 2
nK , we have that β

2 ≤ hz0(z
′
∗) +

β
2 , which implies that

hz0(z
′
∗) ≤ 0 < (z∗)n <

β

2
≤ hz0(z

′
∗) +

β

2
.

Hence, we must have that z∗ ∈ Ω as

Uα,β,hz0
(z0) ∩ Ω = {(z′, zn)

∣∣ |z′| < α, hz0(z
′) < zn < hz0(z

′) + β},

which is a contradiction. For any z0 ∈ Γ, we conclude that reach
(
Γ, z0

)
≥ β

4 as β < 2
nK . Note

that R∗ ≥ infz0∈Γ reach
(
Γ, z0

)
, we are done. 2

Let us recall the concept for a perturbed Ck (k ≥ 2) half spaceRn
h to have small perturbation.

We say that Rn
h is a perturbed Ck half space if

Rn
h = {(x′, xn) ∈ Rn

∣∣ xn > h(x′)}

with h ∈ Ck
c (R

n−1). Let Rh > 0 be such that supph ⊆ BRh
(0′). We say that the perturbed Ck

(k ≥ 2) half space Rn
h has small perturbation if

R
2n−1
2n

h <
1

2
, Cs(h)

3n
2
+8C1(h)

(
C∗,1(h) + C∗,2(h) +R

n
2
h

)
<

1

2C∗(n)
(25)

where C∗(n) is a specific constant depending only on the space dimension n,

Cs(h) := 1 + ∥h∥C1(Rn−1), C1(h) := 1 +Rh

∥∥∇′2h
∥∥
L∞(Rn−1)

,

C∗,1(h) := C1(h)
3

(
1 +R

1
4
h

)(
R

1
2
h ∥∇

′2h∥L∞(Rn−1) +R
5
2
h ∥∇

′2h∥3L∞(Rn−1)

)
,

C∗,2(h) :=

(
Rh +R

1
2h
h

)∥∥∇′2h
∥∥
L∞(Rn−1)

+
(
Rn−1

h + 1
)
∥h∥C1(Rn−1).

In addition, we say a perturbed Ck (k ≥ 2) half space Rn
h is of type (K) if

sup
x′∈Rn−1

∣∣∇′2h(x′)
∣∣ < K;

see [20].
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Remark 7. If we want to say that a perturbed Ck (k ∈ N) half space Rn
h is of type (α, β,K)

in the sense as other general domains, then in this case constants α and β can be taken to be

arbitrarily large.

Let Ω ⊂ Rn be a uniformly C2 domain of type (α, β,K) and R∗ be the reach of boundary

Γ = ∂Ω. For z0 ∈ Γ and 0 < ρ < min
{β

4 ,
R∗
2

}
, we have that BΩ

2ρ(z0) ⊂ Uα,β,hz0
(z0). Hence,

within the coordinate system we choose in z0, we see that B2ρ(z0) ∩ Γ ⊂ hz0
(
B2ρ(0

′)
)
. By

considering the smooth function ζ defined by expression (11), we can construct θ ∈ C∞
c (Rn−1)

such that θ = 1 in B1(0
′) and θ = 0 in B2(0

′)c. We then let θρ(x
′) := θ

(
x′

ρ

)
for x′ ∈ Rn−1 and

h∗z0 := θρ · hz0 . A direct calculation implies that

∥∇′h∗z0∥L∞(Rn−1) ≤ C(n)
(
1 + ∥θ∥C1(Rn−1)

)
ρK,

∥∇′2h∗z0∥L∞(Rn−1) ≤ C(n)
(
1 + ∥θ∥C2(Rn−1)

)
K.

Therefore, if ρ is taken to be sufficiently small, then h∗z0 satisfies the smallness condition (25).

As a result, we have the following lemma.

Lemma 8. Let Ω ⊂ Rn be a uniformly C2 domain of type (α, β,K) and R∗ be the reach of

Γ = ∂Ω. Let

0 < ρ < min

{
β

4
,
R∗
2
, c0(n,K)

}
where c0(n,K) is some specific constant depending only on n and K. Then BΩ

ρ (z0) can be viewed

as being contained in the perturbed C3 half space Rn
h∗
z0

of type
(
λ(K, ρ)

)
with

λ(K, ρ) := C(n)
(
∥θ∥C3(Rn−1) + 1

)K
ρ
.

Moreover, Rn
h∗
z0

has small perturbation and the reach of the boundary ∂Rn
h∗
z0

is greater than or

equal to 1
2nλ(K,ρ) .

Proof. It is obvious that BΩ
ρ (z0) ⊂ BΩ

2ρ(z0) ⊂ Rn
h∗
z0
. The estimate of λ(K, ρ) can be easily

deduced since we have that ∥∇′3θρ∥L∞(Rn−1) ≤ ∥∇′3θ∥L∞(Rn−1)/ρ
3 and

∣∣hz0(x′)∣∣ ≤ nK|x′|2 ≤
4nKρ2 for |x′| < 2ρ. There exists a constant c0(n,K) > 0, depending only on dimension n

and K, such that ρ < c0(n,K) implies that h∗z0 satisfies the smallness condition (25), i.e., the

perturbed C3 half space Rn
h∗
z0

would have small perturbation. Finally by Proposition (6) and

Remark 7, we see that the reach of ∂Rn
h∗
z0

must be greater than or equal to 1
2nλ(K,ρ) . 2

2.4 Bogovskĭı operator, Morrey’s & Poincaré inequalities

Let us recall the existence and boundedness of the Bogovskĭı operator. Let D ⊂ Rn be a

bounded domain and Lq
0(D) := {g ∈ Lq(D)

∣∣ ∫
D g dx = 0} with 1 < q < ∞. We consider the

divergence problem

div u = g, u
∣∣
∂D

= 0

for g ∈ Lq
0(D). If there exist x0 ∈ D and R > 0 such that D is star-like with respect to BR(x0)

and BR(x0) ⊂ D, then there exists a bounded linear operator Bq : L
q
0(D) →W 1,q

0 (D)n satisfying
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divBq(g) = g and

∥Bq(g)∥W 1,q(D) ≤ C(n, q)

(
δ(D)

R

)n(
1 +

δ(D)

R

)
∥g∥Lq(D) (26)

where δ(D) denotes the diameter of D, i.e., δ(D) := sup
x,y∈D

|x− y|; see e.g. [15, Lemma III.3.1].

Let z0 ∈ Γ, n < q ≤ ∞ and ρ ∈ (0, R∗) be sufficiently small. Lemma 4 guarantees that

BΩ
ρ (z0) is indeed a bounded Lipschitz domain. By Jones [28, Theorem 1], we see that there

exists a bounded linear extension operator Λq
1 : W 1,q

(
BΩ

ρ (z0)
)
→ W 1,q(Rn) which satisfies

Λq
1(g)

∣∣
BΩ

ρ (z0)
= g and

∥Λq
1(g)∥W 1,q(Rn) ≤ C(L, q, n)∥g∥

W 1,q
(
BΩ

ρ (z0)
)

for any g ∈ W 1,q
(
BΩ

ρ (z0)
)
, where L is the Lipschitz constant for BΩ

ρ (z0). Let φ0 ∈ C∞
c (Rn) be

such that φ0 = 1 in Bρ(z0) and φ0 = 0 in B2ρ(z0)
c. A direct calculation implies that

∥φ0 · Λq
1(g)∥W 1,q(Rn) ≤

C(L, q, n)

ρ
∥g∥

W 1,q
(
BΩ

ρ (z0)
).

By Morrey’s inequality in Rn, we have that

∥φ0 · Λq
1(g)∥C0,γ(Rn) ≤ C(n, q)∥φ0 · Λq

1(g)∥W 1,q(Rn)

with γ = 1 − n
q . As φ0 = 1 in Bρ(z0) and Λq

1(g)
∣∣
BΩ

ρ (z0)
= g in BΩ

ρ (z0), we obtain Morrey’s

inequality in BΩ
ρ (z0), i.e.,

∥g∥
C0,γ

(
BΩ

ρ (z0)
) ≤ C(L, q, n)

ρ
∥g∥

W 1,q
(
BΩ

ρ (z0)
) (27)

where γ = 1− n
q .

Let z0 ∈ Γ and n ≤ q <∞. We finally need the Poincaré inequality in BΩ
ρ (z0) with detailed

dependency of the Poincaré constant. Let us recall that for p ≥ 1, a domain D is called an

Lp-averaging domain if there exists a constant aD > 0 such that the estimate(
1

|D|

∫
D

∣∣u− uD
∣∣p dx) 1

p

≤ aD[u]BMO∞(D)

holds for any u ∈ BMO∞(D); see e.g. [42]. On the other hand, a domain D is called a John

domain if there exist 0 < δ ≤ 1 and x0 ∈ D such that for any x ∈ D, there is a rectifiable path

γ : [0, 1] → D which satisfies γ(0) = x, γ(1) = x0 and for all t ∈ [0, 1],

d
(
γ(t), ∂D

)
:= inf

z∈∂D

∣∣γ(t)− z
∣∣ ≥ δ

∣∣γ(t)− γ(s)
∣∣, s ∈ [0, t];

see e.g. [34, Lemma 2.7]. A bounded Lipschitz domainD is a John domain with δ depending only

on the Lipschitz regularity of ∂D; see e.g. [6], [42]. A John domain D is indeed an Lp-averaging

domain with constant aD depending on δ, p only; see [42, Theorem 3.14] and [6, Lemma 2.1].

Hence, in the case where D is a bounded Lipschitz domain, it is guaranteed by [42, Theorem
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3.4] that for any g ∈W 1,q(D), the Poincaré inequality

∥g − gD∥Lq(D) ≤ C(LD, q)|D|
1
n ∥∇g∥Lq(D) (28)

holds where

gD :=
1

|D|

∫
D
g(y) dy

denotes the average value of g in D, |D| denotes the Lebesgue measure of domain D and LD

represents the Lipschitz constant which characterizes the Lipschitz regularity of ∂D.

The Poincaré inequality for the case of an open ball is well-known. Let 1 ≤ q ≤ ∞ and

B ⊂ Rn. For any g ∈W 1,q(B), we have that

∥g − gB∥Lq(B) ≤ C(n, q)r(B)∥∇g∥Lq(B), gB =
1

|B|

∫
B
g(y) dy,

where r(B) denotes the radius of B; see e.g. [8, §5.8, Th. 2]. As a result, for any open domain

D ⊆ Rn and g ∈W 1,n(D), we have the estimate

[g]BMO∞(D) ≤ sup
B⊆D

1

|B|
1
n

∥g − gB∥Ln(B) ≤ C(n)∥∇g∥Ln(D). (29)

Indeed, for any open ball B ⊆ D, by Hölder’s inequality we see that

∥g − gB∥L1(B) ≤ C(n)r(B)n−1∥g − gB∥Ln(B)

where r(B) denotes the radius of B. Then the Poincaré inequality for an open ball implies that

1

|B|
∥g − gB∥L1(B) ≤

C(n)

r(B)
∥g − gB∥Ln(B) ≤ C(n)∥∇g∥Ln(B)

for any open ball B ⊆ D. Therefore, estimate (29) follows and we conclude that for any open

domain D ⊆ Rn, the Sobolev space W 1,n(D) continuously embeds into BMO∞(D).

3 Boundedness of the Helmholtz projection in vBMOL2

Let Ω ⊂ Rn be a uniformly C3 domain of type (α, β,K). We consider f ∈ vBMOL2(Ω). Within

this whole chapter, we take

ε < min

{
β

96
,
cΩ1/2

7
,
M0

12nK
,

1

1152nK + 48
,
c0(n,K)

12

}
,

where the constant M0 will be defined in the proof of Lemma 14 in Section 3.3 and the constant

c0(n,K) is defined in Lemma 8.
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3.1 The BMO − Lr interpolation in domain

Let us firstly recall a dyadic Whitney decomposition of an open domain D in Rn. Let D =

{Qj}j∈N be a set of dyadic closed cubes with side length ℓ(Qj) contained inD satisfying following

four conditions.

(i) D = ∪jQj ,

(ii) intQj ∩ intQk = ∅ if j = k,

(iii)
√
n ≤ d(Qj ,R

n \D)/ℓ(Qj) ≤ 4
√
n for all j ∈ N,

(iv) 1/4 ≤ ℓ(Qk)/ℓ(Qj) ≤ 4 if Qj ∩Qk ̸= ∅.

We say that D is called a Whitney decomposition of D. Such a decomposition exists for any

open domain D; see e.g. [22, Appendix J]. Here d(A,B) for sets A,B in Rn is defined as

d(A,B) = inf
{
|x− y|

∣∣ x ∈ A, y ∈ B
}
.

There are two important distance functions on D. For Qj , Qk ∈ D, a family {Q(ℓ)}mℓ=0 ⊂ D
is called a Whitney chain of length m if Q(0) = Qj and Q(m) = Qk such that Q(ℓ)∩Q(ℓ+1) ̸= ∅
for ℓ with 0 ≤ ℓ ≤ m− 1. Then the length of the shortest Whitney chain connecting Qj and Qk

gives a distance on D, which is denoted by d1(Qj , Qk). The second distance for Qj , Qk ∈ D is

defined as

d2(Qj , Qk) := log

∣∣∣∣ ℓ(Qj)

ℓ(Qk)

∣∣∣∣+ log

∣∣∣∣ ℓ(Qj , Qk)

ℓ(Qj) + ℓ(Qk)
+ 1

∣∣∣∣ .
Note that d1 and d2 are invariant under dilation as well as translation and rotation; see e.g. [29].

We then recall that a domain D is called a uniform domain if there exists constants a, b > 0

such that for all x, y ∈ D, there exists a rectifiable curve γ ⊂ D of length ℓ(γ) ≤ a|x − y| with
min{ℓ

(
γ(x, z)

)
, ℓ
(
γ(y, z)

)
} ≤ bd(z, ∂D), where γ(x, z) denotes the part of γ between x and z and

γ(y, z) denotes the part between y and z; see e.g. [16], [34]. A domain D is a uniform domain

is equivalent to the existence of a constant K∗ > 0 such that

d1(Qj , Qk) ≤ K∗d2(Qj , Qk) (30)

holds for any Qj , Qk ∈ D where D is a Whitney decomposition for D. Jones [29] proves that

there exists a bounded linear extension operator for BMO∞(D) if and only if D is a uniform

domain.

Proposition 9. Let D be a uniform domain in Rn. Let 1 ≤ r <∞. For any δ > 0, there exists

a constant C = C(K∗, δ) > 0 such that for any g ∈ BMOLr(D), there is a linear extension

g ∈ BMOLr(Rn) such that

∥g∥BMOLr(Rn) ≤ C(K∗, δ)∥g∥BMOLr(D)

and supp g ⊆ Dδ where Dδ := {x ∈ Rn
∣∣ d(x,D) < δ}.

This proposition is analogous to [18, Theorem 12], which proves that in the case where D

is a uniform domain, for any g belongs to bmo∞∞(D) and δ > 0, there is an linear extension
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g ∈ bmo(Rn) such that

∥g∥bmo(Rn) ≤ C(K∗, δ)∥g∥bmo∞∞(D)

and supp g ⊆ Dδ. Here bmo
∞
∞(D) := BMO∞(D)∩L1

ul(D) denotes the local BMO space where

L1
ul(D) :=

{
g ∈ L1

loc(D)

∣∣∣∣ ∥g∥L1
ul(D) := sup

x∈Rn

∫
B1(x)∩D

∣∣g(y)∣∣ dy <∞

}

and bmo(Rn) := BMO(Rn) ∩ L1
ul(R

n). Proposition 9 can be proved by following similar idea

of the proof of [18, Theorem 12], which is basically the idea of Jones extension [29]. For the

completeness of the story, we shall give a sketch of the proof of Proposition 9 here.

Proof of Proposition 9. Fix δ > 0 and g ∈ BMOLr(D). We set kδ to be the smallest integer

such that 2−kδ < δ
5
√
n
. Let D = {Qj}j∈N be a Whitney decomposition of D and D′ = {Q′

j}j∈N
be a Whitney decomposition of Dc. Let D∗ be the set of Whitney cubes in D whose side length

is strictly greater than 2−kδ . For each Qi ∈ D∗, we define a function gi on D by

gi(x) :=

{
gQi if x ∈ Qi,

0 else

where gQi = 1
|Qi|

∫
Qi
g(y) dy for each Qi ∈ D∗. We further define a function h on Rn by

h∗ :=
∑

Qi∈D∗
gi. Note that for any Qi ∈ D∗, we have that ℓ(Qi) > 2−kδ ≥ δ

10
√
n
. Hence, by

Hölder’s inequality we deduce that

∥h∗∥L∞(Rn) ≤
∑

Qi∈D∗

∣∣gQi

∣∣ ≤ ∑
Qi∈D∗

1

|Qi|
1
r

· ∥g∥Lr(Qi) ≤
C(r, n)

δ
n
r

∥g∥Lr(D)

and

∥h∗∥Lr(Rn) ≤
∑

Qi∈D∗

∥gi∥Lr(Qi) ≤
∑

Qi∈D∗

|Qi|
1
r ·
∣∣gQi

∣∣ ≤ ∑
Qi∈D∗

∥g∥Lr(Qi) ≤ ∥g∥Lr(D),

i.e., we have that h∗ ∈ BMOLr(Rn).

Let g∗ := g − h∗ ∈ BMOLr(D). We do Jones extension to g∗. If D is unbounded, for each

Q
′
j ∈ D′

, we find a nearset Qj ∈ D satisfying ℓ(Qj) ≥ ℓ(Q
′
j). We define that g̃∗ = g∗ in D

and g̃∗(x) = g∗Qj
for x ∈ Q

′
j . If D is bounded, we pick Q0 ∈ D such that ℓ(Q0) = sup

Qj∈D
ℓ(Qj).

We define that g̃∗ = g∗ in D, g̃∗(x) = g∗Qj
for x ∈ Q

′
j if ℓ(Q

′
j) ≤ ℓ(Q0) where Qj in this case

is the nearest Whitney cube in D to Q′
j which satisfies ℓ(Qj) ≥ ℓ(Q′

j) and g̃∗(x) = g∗Q0
for

x ∈ Q
′
j if ℓ(Q′

j) > ℓ(Q0). By Jones [29], we have that g̃∗ ∈ BMO(Rn) and [g̃∗]BMO(Rn) ≤
C(K∗)[g

∗]BMO∞(D). By our construction, we can easily see that supp g̃∗ ⊆ Dδ. It is sufficient

to establish the Lr estimate for g̃∗.

For Qj ∈ D, we define N ′(Qj) ∈ N to be the number of Q′
j in D′ such that we can pick Qj

27



as the nearest Whitney cube in D to these Q′
j which satisfies ℓ(Qj) ≥ ℓ(Q′

j). We can show that

sup
Qj∈D

N ′(Qj) <∞.

Let Q′
j ∈ D′ and Qj be a nearest cube to Q′

j in D which satisfies ℓ(Qj) ≥ ℓ(Q′
j). Let

the center of Qj be denoted by xj . For any cube Q, let the diameter of Q be denoted by

diam(Q), i.e., diam(Q) := supx,y∈Q
∣∣x − y

∣∣. A simple triangle inequality implies that Q′
j ⊂

Bdiam(Qj)+diam(Q′
j)+d(Qj ,Q′

j)
(xj). [29, Lemma 2.10] guarantees that if Q′

j ∈ D′ and Qj is a near-

est cube to Q′
j in D which satisfies ℓ(Qj) ≥ ℓ(Q′

j), then we must have d(Qj , Q
′
j) ≤ 65K2

∗ · ℓ(Q′
j).

Hence, we may deduce that

diam(Qj) + diam(Q′
j) + d(Qj , Q

′
j) ≤ 67K2

∗ · ℓ(Qj)

as we may assume that K∗ > n without loss of generality. Suppose that Q′′
j ∈ D′ is another

Whitney cube such that we can pick Qj as a nearest cube to Q′′
j in D. Then, we must have that

Q′
j ∪Q′′

j ⊂ B67K2
∗ ·ℓ(Qj)(xj). Note that Qj is a nearest cube in D to both Q′

j and Q
′′
j implies that

ℓ(Q′
j) ≤ ℓ(Qj) ≤ 2ℓ(Q′

j), ℓ(Q′′
j ) ≤ ℓ(Qj) ≤ 2ℓ(Q′′

j ).

Since D and D′ are both dyadic Whitney decompositions, ℓ(Q′
j) and ℓ(Q′′

j ) can only be either

ℓ(Qj)/2 or ℓ(Qj). Since Q
′
j and Q′′

j have disjoint interior, we deduce that

N ′(Qj) ≤ (2n + 1) ·
∣∣B67K2

∗ ·ℓ(Qj)(xj)
∣∣

ℓ(Qj)n
≤ (2n + 1)67nK2n

∗ <∞.

The Lr estimate for g̃∗ can be derived as follows. Since g̃∗ = 0 in Q′
j ∈ D′ such that

ℓ(Q′
j) > 2−kδ , we have that

∥g̃∗∥rLr(Rn) =
∑
Qj∈D

∫
Qj

∣∣g̃∗∣∣r dy + ∑
Q′

j∈D′

∫
Q′

j

∣∣g̃∗∣∣r dy ≤ ∥g∗∥rLr(D) +
∑

ℓ(Q′
j)≤2−kδ

∫
Q′

j

∣∣g̃∗∣∣r dy.
Since ∫

Q′
j

∣∣g̃∗∣∣r dy = |Q′
j | ·
∣∣g∗Qj

∣∣r ≤ |Q′
j |

|Qj |
· ∥g∗∥rLr(Qj)

≤ ∥g∗∥rLr(Qj)

where Qj is a nearest Whitney cube in D to Q′
j that satisfies ℓ(Qj) ≥ ℓ(Q′

j), we have that

∑
ℓ(Q′

j)≤2−kδ

∫
Q′

j

∣∣g̃∗∣∣r dy ≤
∑

ℓ(Q′
j)≤2−kδ

∥g∗∥rLr(Qj)
. (31)

Since for any Qj ∈ D, there exist at most (2n+1)67nK2n
∗ Whitney cubes Q′

j in D′ such that we

can pick Qj as a nearest cube in D to Q′
j which satisfies ℓ(Qj) ≥ ℓ(Q′

j), each ∥g∗∥rLr(Qj)
appears
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in the right hand side of (31) for at most (2n + 1)67nK2n
∗ times. Therefore,∑

ℓ(Q′
j)≤2−kδ

∥g∗∥rLr(Qj)
≤ (2n + 1)67nK2n

∗
∑

ℓ(Qj)≤2−kδ+1

∥g∗∥rLr(Qj)
≤ (2n + 1)67nK2n

∗ ∥g∗∥rLr(D).

Finally, by setting g = g̃∗ + h∗, we obtain our desired extension for g. 2

Now we are ready to establish the BMO − Lr interpolation inequality for domain cases.

Proposition 10. Let D be either a uniformly C2 domain or a uniform domain in Rn. There

exists a constant C > 0, independent of u, q and r, such that the estimate

∥u∥Lq(D) ≤ Cq∥u∥BMOLr(D) (32)

holds for all u ∈ BMOLr(D) with 1 ≤ r < ∞ and for all q with r ≤ q < ∞. In the case where

D is a uniformly C2 domain, the constant C = C(αD, βD,KD) depends only on the boundary

regularity of ∂D. While in the case where D is a uniform domain, the constant C = C(K∗)

depends only on the constant K∗.

Proof. Let 1 ≤ r < ∞ and r ≤ q < ∞. Suppose that D is a uniformly C2 domain of type

(αD, βD,KD). By [23, Theorem 1], we see that there exists c∗D > 0 such that for any ρ ∈ (0, c∗D)

and u ∈ BMOLr(D), there is an extension ũ ∈ BMOLr(Rn) such that

∥ũ∥BMOLr(Rn) ≤ C(αD, βD,KD, ρ)∥u∥BMOLr(D).

By the whole space BMO − Lr interpolation inequality [30, Theorem 2.2], we deduce that

∥u∥Lq(D) ≤ ∥ũ∥Lq(Rn) ≤ C(n)q∥ũ∥
r
q

Lr(Rn)∥ũ∥
1− r

q

BMO(Rn)

≤ C(n)q∥ũ∥BMOLr(Rn) ≤ C(αD, βD,KD)q∥u∥BMOLr(D).

Suppose that D is a uniform domain. By Proposition 9, we see that for any u ∈ BMOLr(D),

there exists a linear extension u ∈ BMOLr(Rn) such that

∥u∥BMOLr(Rn) ≤ C(K∗)∥u∥BMOLr(D)

where K∗ is the constant that characterize the uniform domain D. Again, by applying the whole

space BMO − Lr interpolation inequality [30, Theorem 2.2], we obtain that

∥u∥Lq(D) ≤ C(n)q∥u∥
r
q

Lr(Rn)∥u∥
1− r

q

BMO(Rn) ≤ C(n)q∥u∥BMOLr(Rn) ≤ C(K∗, n)q∥u∥BMOLr(D).

2

By Proposition 10, f ∈ vBMOL2(Ω) implies that f ∈ L̃2n(Ω) := L2n(Ω)n ∩ L2(Ω)n. Since

L̃2n(Ω) admits Helmholtz decomposition, see [11, Theorem 2.1] and [12, Theorem 1.2], f admits

the decomposition

f = f0 +∇p, f0 ∈ L̃2n
σ (Ω), ∇p ∈ G̃2n(Ω)
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with the estimate

∥f0∥L̃2n(Ω)
+ ∥∇p∥

L̃2n(Ω)
≤ C∥f∥

L̃2n(Ω)
, C = C(α, β,K) > 0. (33)

In the following sections, we shall prove that this Helmholtz decomposition of f in L̃2n(Ω), i.e.,

f = f0 +∇p, is indeed the Helmholtz decomposition of f in vBMOL2(Ω).

3.2 Interior BMO estimate

Let x ∈ Ω3ε be a random point and φx ∈ C∞
c (Rn) be the cut-off function defined in Proposition

2. We then follow the idea of [11] and [12] and consider the local equation

φxf = φxf0 +∇
(
φx

(
p−Mx)

)
−∇φx(p−Mx), Mx :=

1

|B2ε(x)|

∫
B2ε(x)

p dy.

Since C∞
c (Ω) ⊂ G2n(Ω), f0 ∈ L2n

σ (Ω) implies that f0 ∈ L2n(Ω)n with div f0 = 0 in Ω and

f0 ·n = 0 on Γ. Since suppφx ⊆ B 3ε
2
(x), by considering Green’s formula in B2ε(x), see e.g. [40,

Sec. II.1.2], we see that ∇φx · f0 ∈ L2n
0

(
B2ε(x)

)
:= {g ∈ L2n

(
B2ε(x)

) ∣∣ ∫
B2ε(x)

g dy = 0}. Let

Bx
2n : L2n

0

(
B2ε(x)

)
→ W 1,2n

0

(
B2ε(x)

)n
be the Bogovskĭı operator which solves the divergence

problem

div u = g, u
∣∣
∂B2ε(x)

= 0

for g ∈ L2n
0

(
B2ε(x)

)
. We then set ωx := Bx

2n

(
∇φx · f0

)
. Since the open ball B2ε(x) is obviously

star-like with respect to the open ball Bε(x), by estimate (26) we have that

∥ωx∥W 1,2n
(
B2ε(x)

) ≤ C(n)∥∇φx · f0∥L2n
(
B2ε(x)

). (34)

Since B2ε(x) ⊂ Ω, the definition of G̃2n(Ω) ensures that p belongs to the Sobolev space

W 1,2
(
B2ε(x)

)
∩W 1,2n

(
B2ε(x)

)
. By considering the Lq-interpolation, we see that p ∈W 1,n

(
B2ε(x)

)
.

Since W 1,n
(
B2ε(x)

)
↪→ BMO∞(B2ε(x)

)
, we indeed have that p ∈ BMOL2

(
B2ε(x)

)
.

Lemma 11. Let x ∈ Ω3ε. There exists a constant CB > 0, which is independent of x ∈ Ω3ε,

such that

∥φxf0∥vBMOL2
(
B2ε(x)

) + ∥φx∇p∥vBMOL2
(
B2ε(x)

)
≤ CB

(
∥φxf∥vBMOL2

(
B2ε(x)

) + 2∥∇φx(p−Mx)∥vBMOL2
(
B2ε(x)

) + 2∥ωx∥vBMOL2
(
B2ε(x)

)).
(35)

Proof. Similar to the discussion in Section 2.4, by considering Jones extension for Sobolev spaces

[28], we can see that Morrey’s inequality (27) also holds for domain B2ε(x), i.e., the Sobolev

space W 1,2n
(
B2ε(x)

)
is continuously embedded into the Hölder space C0, 1

2

(
B2ε(x)

)
with the

estimate

∥g∥
C0, 12

(
B2ε(x)

) ≤ C(n)

ε
∥g∥

W 1,2n
(
B2ε(x)

) (36)
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holds for any g ∈ W 1,2n
(
B2ε(x)

)
. Hence, we have that ωx = Bx

2n

(
∇φx · f0

)
∈ L∞(B2ε(x)

)n
.

Since suppφx ⊆ B 3ε
2
(x), we see that φxf +∇φx(p−Mx)− ωx ∈ vBMOL2

(
B2ε(x)

)
.

SinceB2ε(x) is a bounded smooth domain, the Helmholtz decomposition of vBMOL2
(
B2ε(x)

)
holds, see [19, Theorem 1]. There exist f0,∗ ∈ vBMOL2

σ

(
B2ε(x)

)
and∇p∗ ∈ GvBMOL2

(
B2ε(x)

)
such that φxf +∇φx(p−Mx)− ωx = f0,∗ +∇p∗ where

vBMOL2
σ

(
B2ε(x)

)
= {v ∈ vBMOL2

(
B2ε(x)

) ∣∣ div v = 0 in B2ε(x), v · n = 0 on ∂B2ε(x)},
GvBMOL2

(
B2ε(x)

)
=
{
∇h ∈ vBMOL2

(
B2ε(x)

) ∣∣ h ∈ L∞(B2ε(x)
)}
.

By Proposition 10, we have that f0,∗,∇p∗ ∈ L̃2n
(
B2ε(x)

)
. Note that for any bounded C1 domain

D, we have that

L̃2n
σ (D) = {v ∈ L̃2n(D)

∣∣ div v = 0 in B2ε(x), v · n = 0 on ∂B2ε(x)};

see e.g. [12], [39]. Hence, we see that f0,∗ ∈ L̃2n
σ

(
B2ε(x)

)
and ∇p∗ ∈ G̃2n

(
B2ε(x)

)
, i.e., φxf +

∇φx(p−Mx)−ωx = f0,∗+∇p∗ is indeed the Helmholtz decomposition of φxf+∇φx(p−Mx)−ωx

in L̃2n
(
B2ε(x)

)
. Since the Helmholtz decomposition of L̃2n(D) is unique for any uniformly C1

domain D [12, Theorem 1.2], we conclude that f0,∗ = φxf0 − ωx and ∇p∗ = ∇
(
φx(p −Mx)

)
.

That means that

φxf +∇φx(p−Mx)− ωx =
(
φxf0 − ωx

)
+∇

(
φx(p−Mx)

)
is indeed the Helmholtz decomposition of φxf +∇φx · (p−Mx)− ωx in vBMOL2

(
B2ε(x)

)
.

Note that for any domain D ⊂ Rn, the vBMOL2-norm is translational invariant in the sense

that for any y ∈ Rn, the estimate

∥g∥vBMOL2(D) = ∥g−y∥vBMOL2(D+y)

holds for any g ∈ vBMOL2(D) with g−y(·) := g(·−y) and D+y := {x+y
∣∣ x ∈ D}. Therefore,

there exists a constant CB > 0, which is independent of x ∈ Ω3ε, such that

∥φxf0 − ωx∥vBMOL2
(
B2ε(x)

) + ∥∇
(
φx(p−Mx)

)
∥
vBMOL2

(
B2ε(x)

)
≤ CB∥φxf +∇φx(p−Mx)− ωx∥vBMOL2

(
B2ε(x)

).
By the triangle inequality, we obtain estimate (35). 2

In order to estimate the right hand side of estimate (35), we need the following multiplication

rule which enables us to estimate products of Hölder continuous functions and BMOLr functions

defined in a domain.

Proposition 12. Let D ⊂ Rn be a uniform domain and r ∈ [1,∞). There exists a constant

C = C(K∗) > 0, depending only on the constant K∗ in (30) which characterizes the uniform

domain D, such that the estimate

∥φDv∥BMOLr(D) ≤ C(K∗)∥φD∥Cγ(D)∥v∥BMOLr(D) (37)
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holds for any v ∈ BMOLr(D) and φD ∈ Cγ(D) where γ ∈ (0, 1).

Proof. Let φD ∈ Cγ(D) with γ ∈ (0, 1), there exists an linear extension φD ∈ Cγ(Rn) such that

the restriction of φD in D equals φD and ∥φD∥Cγ(Rn) ≤ ∥φD∥Cγ(D); see e.g. [18, Theorem 13].

Let v ∈ BMOLr(Rn) be the Jones extension of v ∈ BMOLr(D) constructed in Proposition 9.

Since the multiplication of φ∗ ∈ Cγ(Rn) to g ∈ BMOLr(Rn) is bounded [18], by Proposition 9

we deduce that

∥φD · v∥BMOLr(Rn) ≤ C∥φD∥Cγ(Rn)∥v∥BMOLr(Rn) ≤ C(K∗)∥φD∥Cγ(D)∥v∥BMOLr(D).

2

By considering estimate (35) for every x ∈ Ω3ε, we can deduce an interior BMOε-estimate

for f0 and ∇p in Ω2ε. For ρ ∈ (0, R∗), we let ∂Ωρ := {x ∈ Ω
∣∣ dΓ(x) = ρ}.

Lemma 13. The estimate

[f0]BMOε(Ω2ε) + [∇p]BMOε(Ω2ε) ≤
C

ε2
∥f∥vBMOL2(Ω). (38)

holds with C = C(α, β,K) > 0.

Proof. Let x ∈ Ω2ε \ Ω3ε and 0 < r < ε be such that Br(x) ⊂ Ω2ε. Since dΓ(x) < 3ε < R∗,

there exists a unique z0 ∈ Γ such that dΓ(x) = |x− z0|. Let x0 be the unique point in ∂Ω3ε such

that |x0 − z0| = 3ε. Since Br(x) ⊂ Ω2ε, we must have that |x − x0| + r ≤ ε. Thus, we deduce

that Br(x) ⊂ Bε(x0). Let φx0 ∈ C∞
c

(
B2ε(x0)

)
be defined as in Proposition 2. Since φx0 = 1 in

Bε(x0), it holds that

1

|Br(x)|

∫
Br(x)

∣∣f0 − (f0)Br(x)

∣∣ dy ≤ [f0]BMO∞
(
Bε(x0)

) ≤ ∥φx0f0∥vBMOL2
(
B2ε(x0)

),
1

|Br(x)|

∫
Br(x)

∣∣∇p− (∇p)Br(x)

∣∣ dy ≤ [∇p]
BMO∞

(
Bε(x0)

) ≤ ∥φx0∇p∥vBMOL2
(
B2ε(x0)

).
In the case that x ∈ Ω3ε and 0 < r < ε, by considering the cut-off function φx ∈ C∞

c

(
B2ε(x)

)
directly, we naturally have that

1

|Br(x)|

∫
Br(x)

∣∣f0 − (f0)Br(x)

∣∣ dy ≤ ∥φxf0∥vBMOL2
(
B2ε(x)

),
1

|Br(x)|

∫
Br(x)

∣∣∇p− (∇p)Br(x)

∣∣ dy ≤ ∥φx∇p∥vBMOL2
(
B2ε(x)

).
Hence, in order to estimate the BMOε-seminorm of f0 and ∇p in Ω2ε, it is sufficient to estimate

the right hand side of estimate (35).

Let x ∈ Ω3ε. Since suppφx ⊆ B 3ε
2
(x), we have that

∥φxf∥vBMOL2
(
B2ε(x)

) = ∥φxf∥BMOL2
(
B2ε(x)

)
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and

∥∇φx(p−Mx)∥vBMOL2
(
B2ε(x)

) = ∥∇φx(p−Mx)∥BMOL2
(
B2ε(x)

).
In the case of a bounded Lipschitz domain D, the constant K∗ in (30), which characterizes D

as a uniform domain, depends only on the Lipschitz regularity of ∂D, see e.g. [18]. Since the

Lipschitz regularity of ∂Br(y) is a universal constant that is independent of r ∈ (0,∞) and

y ∈ Rn, by the multiplication rule (37) we can deduce that

∥φxf∥BMOL2
(
B2ε(x)

) ≤ C∥φx∥C1
(
B2ε(x)

)∥f∥
BMOL2

(
B2ε(x)

) ≤ C

ε
∥f∥vBMOL2(Ω)

and

∥∇φx(p−Mx)∥BMOL2
(
B2ε(x)

) ≤ C∥∇φx∥C1
(
B2ε(x)

)∥p−Mx∥BMOL2
(
B2ε(x)

)
≤ C

ε2
∥p−Mx∥BMOL2

(
B2ε(x)

).
By estimate (29), Hölder’s inequality and Poincaré inequality (28), we deduce that

[p−Mx]BMO∞
(
B2ε(x)

) ≤ C(n)∥∇p∥
Ln
(
B2ε(x)

) ≤ C(n)∥∇p∥
L̃2n(Ω)

and

∥p−Mx∥L2
(
B2ε(x)

) ≤ C(n)εn−1∥∇p∥
Ln
(
B2ε(x)

) ≤ C(n)∥∇p∥
L̃2n(Ω)

.

Hence, we obtain that

∥∇φx(p−Mx)∥BMOL2
(
B2ε(x)

) ≤ C(n)

ε2
∥∇p∥

L̃2n(Ω)
.

Finally, by Morrey’s inequality (36) and estimate (34), we see that

∥ωx∥vBMOL2
(
B2ε(x)

) ≤ C(n)∥ωx∥L∞
(
B2ε(x)

) ≤ C(n)

ε
∥ωx∥W 1,2n

(
B2ε(x)

) ≤ C(n)

ε2
∥f0∥L2n(Ω).

By estimate (33), we obtain Lemma 13. 2

3.3 vBMO Estimate up to the boundary

In this section, we consider the dimension n ≥ 3. Let z0 ∈ Γ be a random point and φz0 ∈ C2(Ω)

be the cut-off function defined in Proposition 3. We treat φz0 as a C
2 function defined in BΩ

12ε(z0)

and then consider the local equation

φz0f = φz0f0 +∇
(
φz0

(
p−Mz0)

)
−
(
∇φz0

)
(p−Mz0), Mz0 :=

1

|BΩ
12ε(z0)|

∫
BΩ

12ε(z0)
p dy.

Since suppφz0 ⊂ U4ε(z0) ⊂ BΩ
12ε(z0), by considering Green’s formula in BΩ

12ε(z0), see e.g.

[40, Sec. II.1.2], we have that ∇φz0 · f0 ∈ L2n
0

(
BΩ

12ε(z0)
)
:= {g ∈ L2n

(
BΩ

12ε(z0)
) ∣∣ ∫

BΩ
12ε(z0)

g dy =
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0}. Let Bz0
2n : L2n

0

(
BΩ

12ε(z0)
)
→ W 1,2n

0

(
BΩ

12ε(z0)
)n

be the Bogovskĭı operator which solves the

divergence problem

div u = g, u
∣∣
∂BΩ

12ε(z0)
= 0

for g ∈ L2n
0

(
BΩ

12ε(z0)
)
. We then set ωz0 := Bz0

2n

(
∇φz0 · f0

)
. By Lemma 5, there exists x0 ∈

BΩ
12ε(z0) such that BΩ

12ε(z0) is star-like with respect to B3ε(x0) ⊂ BΩ
12ε(z0). Hence, by estimate

(26) we have that

∥ωz0∥W 1,2n
(
BΩ

12ε(z0)
) ≤ C(n)∥∇φz0 · f0∥L2n

(
BΩ

12ε(z0)
). (39)

Since the boundary of BΩ
12ε(z0) is locally a continuous function, p ∈ G̃2n(Ω) ensures that

p ∈ W 1,2
(
BΩ

12ε(z0)
)
∩W 1,2n

(
BΩ

12ε(z0)
)
, see e.g. [38, §2, Th. 7.6]. The Lq-interpolation further

implies that p ∈ W 1,n
(
BΩ

12ε(z0)
)
. Since W 1,n

(
BΩ

12ε(z0)
)
↪→ BMO∞(BΩ

12ε(z0)
)
, we have that

p ∈ BMOL2
(
BΩ

12ε(z0)
)
.

Lemma 14. Let z0 ∈ Γ and Rn
h∗
z0

be the perturbed C3 half space defined in Lemma 8 such that

BΩ
12ε(z0) ⊂ Rn

h∗
z0
. There exists a constant C = C(α, β,K) > 0, independent of z0 ∈ Γ, such that

∥φz0f0∥vBMOL2
(
Rn

h∗z0

) + ∥φz0∇p∥vBMOL2
(
Rn

h∗z0

)
≤ C

(
∥φz0f∥vBMOL2

(
Rn

h∗z0

) + 2∥∇φz0(p−Mz0)∥vBMOL2
(
Rn

h∗z0

) + 2∥ω∗
z0∥vBMOL2

(
Rn

h∗z0

))
(40)

where ω∗
z0 denotes the zero extension of ωz0 to Rn

h∗
z0
.

Proof. By Morrey’s inequality (27), we see that ωz0 = Bz0
2n

(
∇φz0 · f0

)
∈ L∞(BΩ

12ε(z0)
)n
. Since

suppω∗
z0 ⊂ U5ε(z0) ⊂ BΩ

11ε(z0), obviously ω
∗
z0 ∈ vBMOL2

(
Rn

h∗
z0

)
. Let 0 < r < ε

2 and z∗ ∈ Γ. If

there exists z ∈ Br(z∗) ∩ Γ such that |z − z0| ≥ 12ε, for any other y ∈ Br(z∗) ∩ Γ we must have

that |y− z0| ≥ |z− z0|− |z− y| > 11ε. Hence, if there exists z ∈ Br(z∗) such that |z− z0| ≥ 12ε,

we see that φz0 = 0 in Br(z∗) ∩Rn
h∗
z0
. If there exists z ∈ Br(z∗) such that |z − z0| < 11ε, then

we have that
1

|Br(z∗)|

∫
Br(z∗)∩Rn

h∗z0

∣∣∇d · (φz0f
)∣∣ dy ≤ [∇d · f ]

b
ε
2 (Γ)

and ∇d · ∇φz0 = 0 in Br(z∗) by Proposition 3. Since a perturbed C3 half space is a uni-

form domain, by Proposition 12 we see that φz0f ∈ BMOL2
(
Rn

h∗
z0

)n
. Since ∇φz0(p −Mz0) ∈

BMO
ε
2

(
Rn

h∗
z0

)n ∩ L2
(
Rn

h∗
z0

)n
, we indeed have that ∇φz0(p −Mz0) ∈ BMOL2

(
Rn

h∗
z0

)n
as the

BMOµ-seminorm where µ ≥ ε
2 can be estimated by the L2-norm. Hence, we can follow the idea

in [11] and [12] to treat φz0f +∇φz0(p−Mz0)− ω∗
z0 as an element of vBMOL2

(
Rn

h∗
z0

)
.

Let us recall that there exists a constant M0 > 0, such that for any perturbed C1 half space

Rn
w with ∥∇′w∥L∞(Rn) ≤ M0 and 1 < r < ∞, the Helmholtz decomposition of Lr

(
Rn

w

)n
holds,

see [12, Lemma 2.1], [39, Lemma 3.8 (a)]. Moreover, in this case we have that

Lr
σ

(
Rn

w

)
= {v ∈ Lr

(
Rn

w

)n ∣∣ div v = 0 in Rn
w, v · n = 0 on ∂Rn

w},
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which is a consequence of the fact that the ∥ · ∥Lr(Rn
w)-closure of ∇C∞

c

(
Rn

w

)
equals Gr

(
Rn

w

)
, see

[39, Lemma 3.7]. Hence, as ε < M0
12nK , for any r ∈ (1,∞) we have that L̃r

(
Rn

h∗
z0

)
admits the

Helmholtz decomposition and

L̃r
σ

(
Rn

h∗
z0

)
= {v ∈ L̃r

(
Rn

h∗
z0

) ∣∣ div v = 0 in Rn
h∗
z0
, v · n = 0 on ∂Rn

h∗
z0
}.

Lemma 8 shows that Rn
h∗
z0

is a perturbed C3 half space which has small perturbation. As

a result, the Helmholtz decomposition of vBMOL2
(
Rn

h∗
z0

)
holds [20, Theorem 1]. There exist

g0,∗ ∈ vBMOL2
σ

(
Rn

h∗
z0

)
and ∇h∗ ∈ GvBMOL2

(
Rn

h∗
z0

)
such that φz0f +∇φz0(p−Mz0)− ω∗

z0 =

g0,∗ +∇h∗ where

vBMOL2
σ

(
Rn

h∗
z0

)
= {v ∈ vBMOL2

(
Rn

h∗
z0

) ∣∣ div v = 0 in Rn
h∗
z0
, v · n = 0 on ∂Rn

h∗
z0
},

GvBMOL2
(
Rn

h∗
z0

)
=

{
∇h ∈ vBMOL2

(
Rn

h∗
z0

) ∣∣ h ∈
⋂

r∈[1,∞)

Lr
loc

(
Rn

h∗
z0

)}
.

By Proposition 10, we see that g0,∗ ∈ L̃2n
σ

(
Rn

h∗
z0

)
and∇h∗ ∈ G̃2n

(
Rn

h∗
z0

)
. Then, by the uniqueness

of the Helmholtz decomposition of L̃2n
(
Rn

h∗
z0

)
, we conclude that the equality

φz0f +∇φz0(p−Mz0)− ω∗
z0 =

(
φz0f0 − ω∗

z0

)
+∇

(
φz0(p−Mz0)

)
is indeed the Helmholtz decomposition of φz0f + ∇φz0 · (p −Mz0) − ω∗

z0 in vBMOL2
(
Rn

h∗
z0

)
.

Together with Lemma 8, the estimate of the Helmholtz decomposition says that

∥φz0f0 − ω∗
z0∥vBMOL2

(
Rn

h∗z0

) + ∥∇
(
φz0(p−Mz0)

)
∥
vBMOL2

(
Rn

h∗z0

)
≤ C(α, β,K)∥φz0f +∇φz0(p−Mz0)− ω∗

z0∥vBMOL2
(
Rn

h∗z0

).
We finally obtain Lemma 14 by a simple triangle inequality. 2

By considering estimate (40) for every z0 ∈ Γ, we can deduce an estimate which controls the

BMO
ε
2 -estimate for f0 and ∇p in ΓRn

3ε together with the bε-seminorm for ∇d · f0 and ∇d · ∇p.

Lemma 15. The estimate

[f0]BMO
ε
2

(
ΓRn
3ε

) + [∇d · f0]bε(Γ) + [∇p]
BMO

ε
2

(
ΓRn
3ε

) + [∇d · ∇p]bε(Γ) ≤
C

ε2
∥f∥vBMOL2(Ω). (41)

holds with C = C(α, β,K) > 0.

Proof. Let x ∈ ΓRn

3ε ∩Ω and r ∈ (0, ε2) be such that Br(x) ⊂ ΓRn

3ε ∩Ω. Since ε < R∗
3 , there exists

a unique z0 ∈ Γ such that |x− z0| = d(x). For y ∈ Br(x), we let y0 ∈ Γ be the unique projection

of y on Γ. Since |y0 − z0| ≤ d(y) + d(x) + r < 7ε, we have that x, y ∈ U7ε(z0). By estimate (9),

we have that ∥∇F−1
0 ∥

L∞
(
U7ε(z0)

) < 2 where F−1
0 : U7ε(z0) → V7ε denotes the normal coordinate
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change in U7ε(z0). Thus, by mean value theorem we deduce that∣∣y′0 − z′0
∣∣ ≤ ∣∣F−1

0 (y)− F−1
0 (x)

∣∣ ≤ 2r < ε,

i.e., we show that Br(x) ⊂ U3ε(z0). By Proposition 3, we have that φz0 = 1 in U3ε(z0). Hence,

it holds that

1

|Br(x)|

∫
Br(x)

∣∣f0 − (f0)Br(x)

∣∣ dy ≤ [f0]BMO∞
(
U3ε(z0)

) ≤ ∥φz0f0∥vBMOL2
(
Rn

h∗z0

),
1

|Br(x)|

∫
Br(x)

∣∣∇p− (∇p)Br(x)

∣∣ dy ≤ [∇p]
BMO∞

(
U3ε(z0)

) ≤ ∥φz0∇p∥vBMOL2
(
Rn

h∗z0

).
In addition, let z0 ∈ Γ and r ∈ (0, ε). For y ∈ Br(z0) ∩ Ω, we still let y0 be the projection of y

on Γ. Since |y0 − z0| < 2ε, trivially y ∈ U3ε(z0). Hence, it holds that

r−n

∫
BΩ

r (z0)

∣∣∇d · f0∣∣ dy = r−n

∫
BΩ

r (z0)

∣∣∇d · φz0f0
∣∣ dy ≤ [φz0f0]bε

(
∂Rn

h∗z0

),
r−n

∫
BΩ

r (z0)

∣∣∇d · ∇p∣∣ dy = r−n

∫
BΩ

r (z0)

∣∣∇d · φz0∇p
∣∣ dy ≤ [φz0∇p]bε

(
∂Rn

h∗z0

).
Therefore, in order to obtain Lemma 15, it is sufficient to estimate the right hand side of estimate

(40).

Let z0 ∈ Γ. Since ε < 1
8nK , we have that suppφz0 ⊂ U4ε(z0) ⊂ B10ε(z0). Thus, if z ∈ ∂Rn

h∗
z0

is such that |z − z0| ≥ 11ε, then for any y ∈ Bε(z) we have that |y − z0| > 10ε, i.e., in this case

we have that φz0 = 0 in Bε(z). If z ∈ ∂Rn
h∗
z0

is such that |z − z0| < 11ε, then Bε(z) ⊂ B12ε(z0).

In other words, we have that

[∇d∂Rn
h∗z0

· φz0f ]bε
(
∂Rn

h∗z0

) ≤ [∇dΓ · φz0f ]bε
(
Γ∩B12ε(z0)

) ≤ [∇dΓ · f ]bε(Γ),

where d∂Rn
h∗z0

denotes the distance function for ∂Rn
h∗
z0

in Rn
h∗
z0
. Moreover, by Proposition 3 we

also have that

[∇d∂Rn
h∗z0

· ∇φz0(p−Mz0)]bε
(
∂Rn

h∗z0

) ≤ [∇dΓ · ∇φz0(p−Mz0)]bε
(
Γ∩B12ε(z0)

) = 0.

Note that for x ∈ Rn
h∗
z0

and r ∈ (0, ε2) which satisfies Br(x)∩BΩ
11ε(z0) ̸= ∅ and Br(x) ⊂ Rn

h∗
z0
,

we must have that Br(x) ⊂ BΩ
12ε(z0). Hence, by Proposition 3, Proposition 12 and Lemma 4,

we deduce that

∥φz0f∥BMOL2
(
Rn

h∗z0

) = ∥φz0f∥BMO
ε
2

(
Rn

h∗z0

)
∩L2
(
Rn

h∗z0

) = ∥φz0f∥BMOL2
(
BΩ

12ε(z0)
)

≤ C(α, β,K)∥φz0∥C1
(
BΩ

12ε(z0)
)∥f∥

BMOL2
(
BΩ

12ε(z0)
) ≤ C(α, β,K)

ε
∥f∥vBMOL2(Ω)
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and

∥∇φz0(p−Mz0)∥BMOL2
(
Rn

h∗z0

) = ∥∇φz0(p−Mz0)∥BMO
ε
2

(
Rn

h∗z0

)
∩L2
(
Rn

h∗z0

)
= ∥∇φz0(p−Mz0)∥BMOL2

(
BΩ

12ε(z0)
)

≤ C(α, β,K)∥∇φz0∥C1
(
BΩ

12ε(z0)
)∥p−Mz0∥BMOL2

(
BΩ

12ε(z0)
)

≤ C(α, β,K)

ε2
∥p−Mz0∥BMOL2

(
BΩ

12ε(z0)
).

By estimate (29), Hölder’s inequality and Poincaré inequality (28), we deduce that

[p−Mz0 ]BMO∞
(
BΩ

12ε(z0)
) ≤ C(n)∥∇p∥

Ln
(
BΩ

12ε(z0)
) ≤ C(n)∥∇p∥

L̃2n(Ω)

and

∥p−Mz0∥L2
(
BΩ

12ε(z0)
) ≤ C(α, β,K)εn−1∥∇p∥

Ln
(
BΩ

12ε(z0)
) ≤ C(α, β,K)∥∇p∥

L̃2n(Ω)
.

Hence, we obtain that

∥∇φz0(p−Mz0)∥BMOL2
(
Rn

h∗z0

) ≤ C(α, β,K)

ε2
∥∇p∥

L̃2n(Ω)
.

Finally, by Morrey’s inequality (27) and estimate (39), we see that

∥ω∗
z0∥vBMOL2

(
Rn

h∗z0

) ≤ C(n)∥ωz0∥L∞
(
BΩ

12ε(z0)
) ≤ C(α, β,K)

ε
∥ωz0∥W 1,2n

(
BΩ

12ε(z0)
)

≤ C(α, β,K)

ε2
∥f0∥L2n(Ω).

By estimate (33), we obtain Lemma 15. 2

Combine Lemma 13 and Lemma 15, we obtain Theorem 1.

3.4 Characterizations of the solenoidal space and the gradient space

Let D ⊂ Rn be either a uniformly C2 domain or a uniform domain. For 1 < r <∞, by Hölder’s

inequality we can easily see that p ∈ Lr
loc(D) implies that p ∈ L1

loc(D). Reversely, knowing that

p ∈ L1
loc(D) does not necessarily mean that p ∈ Lr

loc(D). However, if we further know that

∇p ∈ BMOL2(D)n, then the story is different.

Lemma 16. Let D ⊂ Rn be either a uniformly C2 domain or a uniform domain. Then for any

p ∈ L1
loc(D) such that ∇p ∈ BMOL2(D)n, we have that p ∈ Lr

loc(D) for all 1 < r <∞.

Proof. Let Q ⊂⊂ D. We pick an arbitrary open ball B∗ such that Q ⊂ B∗. Let BΩ
∗ := B∗ ∩ Ω
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and I∗
ε to be the set of all x ∈ BΩ

∗ such that dΓ(x) ≥ ε. Note that the union ⋃
x∈I∗

ε

Bε(x)

⋃(⋃
z∈Γ

Bε(z)

)

gives us an open cover for BΩ
∗ as

ΓRn

ε =
⋃
z∈Γ

Bε(z).

Hence, there exist {xi ∈ I∗
ε

∣∣ 1 ≤ i ≤ N} and {zj ∈ Γ
∣∣ 1 ≤ j ≤M} such that

BΩ
∗ ⊂

(
N⋃
i=1

Bε(xi)

)⋃ M⋃
j=1

Bε(zj)

 .

By estimate (29), we see that

[p]
BMO∞

(
Bε(xi)

) ≤ C(n)∥∇p∥
Ln
(
Bε(xi)

), [p]
BMO∞

(
BΩ

ε (zj)
) ≤ C(n)∥∇p∥

Ln
(
BΩ

ε (zj)
).

By Proposition 10, we note that ∥∇p∥Ln(D) can be controlled by ∥∇p∥BMOL2(D). Hence, we

have that p ∈ BMOL1
(
Bε(xi)

)
∩BMOL1

(
BΩ

ε (zj)
)
for any i, j. Using Proposition 10 again, we

deduce that

∥p∥
Lr
(
Bε(xi)

) ≤ C∥p∥
BMOL1

(
Bε(xi)

), ∥p∥
Lr
(
BΩ

ε (zj)
) ≤ C∥p∥

BMOL1
(
BΩ

ε (zj)
).

Summing up all i and j, we see that

∥p∥Lr(Q) ≤ ∥p∥
Lr
(
BΩ

∗

) ≤ C

 N∑
i=1

∥p∥
BMOL1

(
Bε(xi)

) + M∑
j=1

∥p∥
BMOL1

(
BΩ

ε (zj)
) <∞.

2

By Lemma 16, we see that

vBMO∞,∞(Ω) ∩ G̃2n(Ω) = {∇p ∈ vBMOL2(Ω)
∣∣ p ∈ L2n

loc(Ω)}
= {∇p ∈ vBMOL2(Ω)

∣∣ p ∈ L1
loc(Ω)}.

In order to obtain a characterization of the solenoidal space vBMO∞,∞(Ω) ∩ L̃2n
σ (Ω), we

observe the following simple fact.

Proposition 17. Let D ⊂ Rn be a uniformly C1 domain. For 2 ≤ q <∞, it holds that

L2
σ(D) ∩ Lq(D)n = L̃q

σ(D).

Proof. For f∗ ∈ L2
σ(D) ∩ Lq(D)n, let f∗ = f0 + ∇p be the Helmholtz decomposition of f∗ in

L̃q(D) with f0 ∈ L̃q
σ(D) and ∇p ∈ G̃q(D). Note that 0 = (f0 − f∗) +∇p with f0 − f∗ ∈ L2

σ(D)
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and ∇p ∈ G2(D) would imply that

∥f0 − f∗∥2L2(D) = ⟨f0 − f∗, f0 − f∗⟩ = −⟨f0 − f∗,∇p⟩ = 0,

i.e., we must have f0 = f∗. 2

Combine Proposition 17 with Proposition 10, we obtain the fact that

vBMO∞,∞(Ω) ∩ L̃2n
σ (Ω) = vBMO∞,∞(Ω) ∩ L2

σ(Ω).
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(2013)

[33] J. M. Lee, Introduction to smooth manifolds, Second edition, Grad. Texts in Math., 218,

Springer, New York (2013)

[34] O. Martio and J. Sarvas, Injectivity theorems in plane and space, Ann. Acad. Sci. Fenn.

Ser. A I Math., 4 (1979), no. 2, 383–401
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