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Preface 
 
 

This volume is intended as the proceedings of Sapporo Symposium on Partial 

Differential Equations, held on August 16 through August 18 in 2023 at Faculty 

of Science, Hokkaido University. 

 
Sapporo Symposium on PDE has been held annually to present the latest devel- 

opments on PDE with a broad spectrum of interests not limited to the methods of 

a particular school. Late Professor Taira Shirota started the symposium more 

than 40 years ago. Late Professor Kôji Kubota and late Professor Rentaro Agemi 

made a large contribution to its organization for many years. 

 
We always thank their significant contribution to the progress of the Sapporo 

Symposium on PDE. 
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Large time behavior of solutions to a system
of dissipative nonlinear Schrödinger equations

Naoyasu Kita
Faculty of Advanced Science and Technology, Kumamoto University

1. Introduction

This is a joint work with Y. Nakamura (Kumamoto University) and Y.
Sagawa (Kumamoto University). We consider a Cauchy problem for a sys-
tem of nonlinear Schrödinger equations (NLS):{

i∂tu + 1
2∂2

xu = f(u)
u(0, x) = u0(x), (1.1)

where (t, x) ∈ [0,∞)×R and u = u(t, x) = (u1(t, x), u2(t, x), · · · , un(t, x))t ∈
Cn with n ≥ 1. The nonlinearity is assumed to be of Cn-valued gauge-
invariant cubic power type, i.e.,

f(u) = (f1(u), f2(u), · · · , fn(u))t with fj(u) ∈ C (j = 1, 2, · · · , n), (1.2)

f(eiθu) = eiθf(u) for any θ ∈ R and u ∈ Cn, (1.3)

f(ρu) = ρ3f(u) for any ρ > 0 and u ∈ Cn. (1.4)

The first aim of this manuscript is to obtain the L∞-decay estimate
of the solution without size restriction on the initial data u0. To this
end, a structural assumption indicating strong nonlinear dissipation is re-
quired, i.e., we assume that there exists some ρ1 > 0 such that, for any
p = (p1, p2, · · · , pn)t ∈ Cn,

Im
{
pt ·

(
∂f
∂u

(u)p ± ∂f
∂u

(u)p
)}

≤ −ρ1

n∑
j=1

|uj |2|pj |2, (1.5)

where p = (p1, p2, · · · , pn)t, ∂f/∂u (resp. ∂f/∂u) is a matrix, the jk-entry of
which is given by ∂fj/∂uk (resp. ∂fj/uk). We call (1.5) the strong dissipative
condition. There are some examples of f(u) satisfying (1.2)–(1.5). In the case
of n = 1, i.e., single equation, we have f(u) = λ|u|2u with λ ∈ C, Imλ < 0
and |Reλ| <

√
3|Imλ| (or equivalently 2|Imλ|−|λ| > 0). In fact, we see that,

for p ∈ C,

Im
{

p ·
(

∂f
∂u

(u)p ± ∂f
∂u

(u)p
)}

= 2Imλ|u|2|p|2 ± Im(λu2p2)

≤ −(2|Imλ| − |λ|)|u|2|p|2,

and we may take ρ1 = 2|Imλ| − |λ| > 0. In the case of n = 2, we have

f(u) =
(

λ11|u1|2u1 + λ12|u2|2u1

λ21|u1|2u2 + λ22|u2|2u2

)

2010 Mathematics Subject Classification. Primary 35Q55; Secondary 35B40.
Key Words and Phrases. system of nonlinear Schrödinger equations, critical dissipative
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with u = (u1, u2)t, λjk ∈ C (j, k = 1, 2) and

Imλjk < 0,

2|Imλ11| > |λ11| + 2|λ12| + |λ21|,
2|Imλ22| > |λ22| + |λ12| + 2|λ21|. (1.6)

In fact, we see that
∂f(u)
∂u

=
(

∂f(u)
∂u1

∂f(u)
∂u2

)
=

(
2λ11|u1|2 + λ12|u2|2 λ12u2u1

λ21u1u2 λ21|u1|2 + 2λ22|u2|2
)

,

∂f(u)
∂u

=
(

∂f(u)
∂u1

∂f(u)
∂u2

)
=

(
λ11u

2
1 λ12u2u1

λ21u1u2 λ22u
2
2

)
,

and so, by Young’s inequality 2|u1||u2||p1||p2| ≤ |u1|2|p1|2 + |u2|2|p2|2 and
(1.6), we have

Im
{
pt ·

(
∂f
∂u

(u)p ± ∂f
∂u

(u)p
)}

≤ −(2|Imλ11| − |λ11| − 2|λ12| − |λ21|)|u1|2|p1|2

− (2|Imλ22| − |λ22| − |λ12| − 2|λ21|)|u2|2|p2|2.
Therefore, by taking ρ1 = min{2|Imλ11| − |λ11| − 2|λ12| − |λ21|, 2|Imλ22| −
|λ22| − |λ12| − 2|λ21|} > 0, we see that the nonlinearity satisfies (1.5).

We here introduce the known results on the dissipative NLS. For the single
case, i.e., {

i∂tu + 1
2∂2

xu = λ|u|2u
u(0, x) = u0(x), (1.7)

there are some works on the asymptotic dynamics of the solutions. If Imλ =
0, Hayashi-Naumkin [6] proved that, under the smallness assumption on the
initial data, the solution to (1.7) decays like O(t−1/2) as t → ∞ in L∞.
However the asymptotic leading term of u(t) is given by the phase correction
added to the free profile – it suggests that the nonlinear effect is visible in
phase. If Imλ < 0, Shimomura [23] proved that the small-data-solutions
decays like O(t−1/2(log t)−1/2) in L∞ – the nonlinear effect is now visible
in the decay-rate as well as in the asymptotic leading term. Under some
smallness assumptions on the data, the effect caused by nonlinear dissipation
has been studied not only for (1.7) but also for NLS of super-critical and
sub-critical nonlinearity (see [4, 10, 17]). For higher space-dimensional case,
see [1, 2, 3]. For derivative type of nonlinearities, see [7].

There are also some works in which the size-restriction on the initial data
is removed. Kita-Shimomura [16] assumed the strong dissipative condition
on the nonlinearity, i.e.,

Imλ < 0, |Reλ| ≤
√

3|Imλ|,

and obtained ‖u(t)‖L∞ = O(t−1/2(log t)−1/2) as well as an asymptotic lead-
ing term of u(t). The key estimate to remove the smallness assumption is
‖Ju(t)‖L2 ≤ ‖xu0‖L2 , where J is an operator described by J = x + it∂x.
The upper bound of ‖Ju(t)‖L2 is derived by the strong dissipative condition
(n = 1 version of (1.5)). Jin-Jin-Li [11] and Hayashi-Li-Naumkin [5] applied
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with u = (u1, u2)t, λjk ∈ C (j, k = 1, 2) and

Imλjk < 0,

2|Imλ11| > |λ11| + 2|λ12| + |λ21|,
2|Imλ22| > |λ22| + |λ12| + 2|λ21|. (1.6)

In fact, we see that
∂f(u)
∂u

=
(

∂f(u)
∂u1

∂f(u)
∂u2

)
=

(
2λ11|u1|2 + λ12|u2|2 λ12u2u1

λ21u1u2 λ21|u1|2 + 2λ22|u2|2
)

,

∂f(u)
∂u

=
(

∂f(u)
∂u1

∂f(u)
∂u2

)
=

(
λ11u

2
1 λ12u2u1

λ21u1u2 λ22u
2
2

)
,

and so, by Young’s inequality 2|u1||u2||p1||p2| ≤ |u1|2|p1|2 + |u2|2|p2|2 and
(1.6), we have

Im
{
pt ·

(
∂f
∂u

(u)p ± ∂f
∂u

(u)p
)}

≤ −(2|Imλ11| − |λ11| − 2|λ12| − |λ21|)|u1|2|p1|2

− (2|Imλ22| − |λ22| − |λ12| − 2|λ21|)|u2|2|p2|2.
Therefore, by taking ρ1 = min{2|Imλ11| − |λ11| − 2|λ12| − |λ21|, 2|Imλ22| −
|λ22| − |λ12| − 2|λ21|} > 0, we see that the nonlinearity satisfies (1.5).

We here introduce the known results on the dissipative NLS. For the single
case, i.e., {

i∂tu + 1
2∂2

xu = λ|u|2u
u(0, x) = u0(x), (1.7)

there are some works on the asymptotic dynamics of the solutions. If Imλ =
0, Hayashi-Naumkin [6] proved that, under the smallness assumption on the
initial data, the solution to (1.7) decays like O(t−1/2) as t → ∞ in L∞.
However the asymptotic leading term of u(t) is given by the phase correction
added to the free profile – it suggests that the nonlinear effect is visible in
phase. If Imλ < 0, Shimomura [23] proved that the small-data-solutions
decays like O(t−1/2(log t)−1/2) in L∞ – the nonlinear effect is now visible
in the decay-rate as well as in the asymptotic leading term. Under some
smallness assumptions on the data, the effect caused by nonlinear dissipation
has been studied not only for (1.7) but also for NLS of super-critical and
sub-critical nonlinearity (see [4, 10, 17]). For higher space-dimensional case,
see [1, 2, 3]. For derivative type of nonlinearities, see [7].

There are also some works in which the size-restriction on the initial data
is removed. Kita-Shimomura [16] assumed the strong dissipative condition
on the nonlinearity, i.e.,

Imλ < 0, |Reλ| ≤
√

3|Imλ|,

and obtained ‖u(t)‖L∞ = O(t−1/2(log t)−1/2) as well as an asymptotic lead-
ing term of u(t). The key estimate to remove the smallness assumption is
‖Ju(t)‖L2 ≤ ‖xu0‖L2 , where J is an operator described by J = x + it∂x.
The upper bound of ‖Ju(t)‖L2 is derived by the strong dissipative condition
(n = 1 version of (1.5)). Jin-Jin-Li [11] and Hayashi-Li-Naumkin [5] applied

another kind of strong dissipative condition to the sub-critical nonlinearity,
and proved the decay estimate and modified asymptotic leading term of the
solutions without size-restriction. For the generalization of the initial data,
see also [8, 9].

Let us next focus on works concerning systems of NLS. In early researches,
the dissipative structure was not considered. Therefore the decay estimate
and asymptotic behavior of the solutions have been considered only for small
data solution. This is because the estimate of ‖Ju(t)‖L2 , which is the key
to control the error terms, indicated that ‖Ju(t)‖L2 grows and its growth-
rate depended on the size of initial data. Therefore, to guarantee the rapid
decay of the error terms, one can not help restricting the size of data. Any-
way, under the smallness assumption of the data, Katayama-Sakoda [15]
considered the case where the nonlinearity contains derivatives of unknown
variables, and proved the asymptotic behavior of solutions by imposing a
certain structural condition on the nonlinearity – it has something to do
with the method of Lyapunov function. In most cases of the systems, it be-
comes more difficult than in the case of single equation, to detect a concrete
form of the asymptotic leading term of the solution, since the well-known
technique of gauge-transform does not work so well. However, in [15], the
asymptotic leading term is described by a function satisfying the ordinary
differential equation associated with the system of NLS.

Masaki [21] completely classified types of the 2-component systems of
the ordinary differential equations associated with NLS systems of gauge-
invariant cubic nonlinearities. This work is instructive in the point that
we know which nonlinearities are essential for the asymptotic dynamics of
nonlinear dispersive equations. For some nonlinearities included in the clas-
sification by [21], Masaki-Segata-Uriya [22] and Kita-Masaki-Segata-Uriya
[14] considered coupled nonlinear Schrödinger equations, for which the so-
lutions decay less rapidly than those of free Schrödinger equations.

On the works where some dissipative structures were taken into account
for systems, Kim [13] considered the case of distinct masses, and proved
that the L∞-norm of the solutions decays like O(t−1/2(log t)−1/2). Li-Nishii-
Sagawa-Sunagawa [18] treated another system, and proved the existence of
solutions indicating that one component rapidly decays but the other is
asymptotically free. The works introduced above suggest that solutions to
the systems of NLS exhibit complicated asymptotic profiles which are not
simply expected by the single NLS. For the case of derivative nonlinearities,
see [19, 20, 24].

As we have seen above, several results on the systems of NLS were ob-
tained. Nevertheless, all of these works impose the size restriction on the
data. When it comes to removing the size-restriction on the initial data,
there seems to be no result on the asymptotic analysis in the case of system.

The aim of this research is to find sufficient conditions under which the
L∞-decay estimate and asymptotic profile of the solutions are obtained even
for the system of NLS.
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Theorem 1.1 (existence of global solutions & L∞-decay). Let f(u) satisfy
(1.2)–(1.4) and (1.5). Then, if u0 ∈ H1 and xu0 ∈ L2, there exists a unique
solution to (1.1) such that

u ∈ C([0,∞);H1) ∩ C1([0,∞);H−1), xu ∈ C([0,∞);L2). (1.8)

Furthermore there exists some constant C > 0 such that, for t > 2,

‖u(t, ·)‖L∞ ≤ Ct−1/2(log t)−1/2. (1.9)

The result on the asymptotic behavior is the following.

Theorem 1.2 (asymptotic behavior). Under the same assumption as in
Theorem 1.1, there exists some Cn-valued function w0 ∈ L∞ (depending on
u0 ) such that the solution to (1.1) satisfies

u(t, x) = (it)−1/2eix2/2tw(t, x/t) + o(t−1/2(log t)−1/2) (1.10)

as t → ∞ in L∞, where w = w(t, x) ∈ C1([T,∞);L∞) is a solution to an
initial value problem of the ordinary differential equation:{

i∂tw = t−1f(w)
w(T, x) = w0(x) (1.11)

for some T > 0.

If the equation is single, it is easy to solve (1.11) by applying the gauge
transform, and the asymptotic leading term of the solution is explicitly
described. On the other hand, if the equation is a system, (1.11) is usually
hard to be solved. This is why the asymptotic leading term is implicit for
the system of NLS.

Before closing this section, let us introduce some notation. The function
space Lq (1 ≤ q ≤ ∞) for Cn-valued functions is defined by

Lq = {u(x) = (u1(x), u2(x), · · · , un(x))t ; ‖u‖Lq < ∞},

where ‖u‖Lq =
(∑n

j=1

∫
R |uj(x)|q dx

)1/q
if 1 ≤ q < ∞, and ‖u‖L∞ =

max1≤j≤n{ess.supx∈R|uj(x)|}. The Sobolev space H1 is endowed with

‖u‖H1 =
(
‖u‖2

L2 + ‖∂xu‖2
L2

)1/2
.

The negatively indexed Sobolev space H−1 is the dual of H1. We define the
dilation operator by

(Dφ) (x) = (it)−1/2φ(x/t) (1.12)

and define M = eix2/2t for t �= 0. Then the Schrödinger group U(t) =
exp(it∂2

x/2) possesses a factorization formula such as

U (t) = MDFM,

where F is the Fourier transform. Since U(−t) = U(t)−1, we also have

U (−t) = M−1F−1D−1M−1.
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U (t) = MDFM,

where F is the Fourier transform. Since U(−t) = U(t)−1, we also have

U (−t) = M−1F−1D−1M−1.

The infinitesimal generator of the Galilei transformation is given by

J (t) = U (t)xU (−t) = x + it∂x.

It commutes with the linear differential operator i∂t + 1
2∂2

x.

2. Proof of Theorem 1.1

We proceed in the proof step by step.

• Global Existence. Let J = x − it∂x. Then the global existence of
the solution follows from the boundedness of ‖u(t)‖H1 and ‖Ju(t)‖L2 . It is
stated in next lemma.

Lemma 2.1. Let u0 ∈ H1 and xu0 ∈ L2. We assume (1.2)–(1.5) for the
nonlinearity. Then the solution to (1.1) satisfies

‖u(t)‖L2 ≤ ‖u0‖L2 , (2.1)

‖Ju(t)‖L2 ≤ ‖xu0‖L2 , (2.2)

‖∂xu(t)‖L2 ≤ ‖∂xu0‖L2 . (2.3)

Proof of Lemma 2.1. By (1.3), we see that

eiθf(u) = f(eiθu).

Taking the derivative with respect to θ and substituting θ = 0, we have

f(u) =
∂f(u)
∂u

u +
∂f(u)
∂u

u.

Then (1.5) leads to

d‖u(t)‖2
L2

dt
= Im

{
ut

(
∂f(u)
∂u

u +
∂f(u)
∂u

u
)}

≤ 0.

Hence (2.1) follows. We next prove (2.2). Note that

Jf(u) =
n∑

k=1

∂f
∂uk

(u)Juk −
n∑

k=1

∂f
∂ūk

(u)Juk

=
∂f
∂u

(u)Ju − ∂f
∂u

(u)Ju.

The strong dissipative condition (1.5) plays an important role to estimate
Im

{
(Ju)t · Jf(u)

}
. In fact, by (1.5) with p = Ju, the solution u satisfies

d‖Ju(t)‖2
L2

dt
=

∫
Im

{
Ju ·

(
∂f
∂u

(u)Ju − ∂f
∂u

(u)Ju
)}

dx

≤ −ρ1

∫ n∑
j=1

|uj |2|Juj |2 dx

≤ 0.

Therefore, for t ≥ 0, we have (2.2). By the analogy in deriving (2.2), we
have (2.3). �
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By (2.1)–(2.3) in Lemma 2.1, we have the global existence of the solution
such that u ∈ C([0,∞);H1) and xu ∈ C([0,∞);L2).

• L∞-Decay. We will next derive (1.9). Let v = FU(−t)u, where v =
v(t, ξ) = (v1, v2, · · · , vn)t with vj = FU(−t)uj(t). Then we see that

∂v
∂t

= −it−1f(v) + R(t), (2.4)

where the remainder term is described by

R(t) = −it−1FM−1F−1f(FMF−1v)

= −it−1F (M−1 − 1)F−1f(FMF−1v) − it−1
{
f(FMF−1v) − f(v)

}

≡ R1(t) + R2(t). (2.5)

The remainder term R(t) decays rapidly so that it is integrable around
t = ∞. It is stated in the next lemma.

Lemma 2.2. Let u(t) be the time-global solution to (1.1). Then we have

‖R(t)‖L∞ ≤ Ct−5/4‖u(t)‖L2‖Ju(t)‖2
L2 . (2.6)

Furthermore, by applying Lemma 2.1, we see that ‖R(t)‖L∞ ≤ Ct−5/4 for
t > 1.

Proof of Lemma 2.2. As for R1(t) in (2.5), the Gagliardo-Nirenberg inequal-
ity, Plancherel’s identity and |M−1 − 1| ≤ |x|/

√
t lead to

‖R1(t)‖L∞ ≤ C‖R1(t)‖1/2
L2 · ‖∂ξR1(t)‖1/2

L2

≤ Ct−5/4‖∂ξf(FMF−1v)‖L2

≤ Ct−5/4‖FMF−1v‖2
L∞ · ‖xU(−t)u‖L2 .

By ‖xU(−t)u‖L2 = ‖Ju‖L2 and repeated use of the Gagliardo-Norenberg
inequality for the L∞-norm, we see that

‖R1(t)‖L∞ ≤ Ct−5/4‖FMF−1v‖2
L2 · ‖Ju‖2

L2

= Ct−5/4‖u‖L2 · ‖Ju‖2
L2 . (2.7)

As for R2(t) in (2.5), it is easy to see

‖R2(t)‖L∞ ≤ Ct−1(‖FMF−1v‖2
L∞ + ‖v‖2

L∞) · ‖F (M − 1)F−1v‖L∞ .

Then the Gagliardo-Nirenberg inequality and analogous estimate for R1(t)
yields

‖R2(t)‖L∞ ≤ Ct−5/4‖u‖L2 · ‖Ju‖2
L2 . (2.8)

Combining (2.7) and (2.8), we obtain (2.6). �

We now turn back to the proof of L∞-decay. From (2.4), it follows that

∂|v|2

∂t
= 2t−1Im{vt · f(v)} + 2Re{vt · R(t)}. (2.9)

－6－



By (2.1)–(2.3) in Lemma 2.1, we have the global existence of the solution
such that u ∈ C([0,∞);H1) and xu ∈ C([0,∞);L2).

• L∞-Decay. We will next derive (1.9). Let v = FU(−t)u, where v =
v(t, ξ) = (v1, v2, · · · , vn)t with vj = FU(−t)uj(t). Then we see that

∂v
∂t

= −it−1f(v) + R(t), (2.4)

where the remainder term is described by

R(t) = −it−1FM−1F−1f(FMF−1v)

= −it−1F (M−1 − 1)F−1f(FMF−1v) − it−1
{
f(FMF−1v) − f(v)

}

≡ R1(t) + R2(t). (2.5)

The remainder term R(t) decays rapidly so that it is integrable around
t = ∞. It is stated in the next lemma.

Lemma 2.2. Let u(t) be the time-global solution to (1.1). Then we have

‖R(t)‖L∞ ≤ Ct−5/4‖u(t)‖L2‖Ju(t)‖2
L2 . (2.6)

Furthermore, by applying Lemma 2.1, we see that ‖R(t)‖L∞ ≤ Ct−5/4 for
t > 1.

Proof of Lemma 2.2. As for R1(t) in (2.5), the Gagliardo-Nirenberg inequal-
ity, Plancherel’s identity and |M−1 − 1| ≤ |x|/

√
t lead to

‖R1(t)‖L∞ ≤ C‖R1(t)‖1/2
L2 · ‖∂ξR1(t)‖1/2

L2

≤ Ct−5/4‖∂ξf(FMF−1v)‖L2

≤ Ct−5/4‖FMF−1v‖2
L∞ · ‖xU(−t)u‖L2 .

By ‖xU(−t)u‖L2 = ‖Ju‖L2 and repeated use of the Gagliardo-Norenberg
inequality for the L∞-norm, we see that

‖R1(t)‖L∞ ≤ Ct−5/4‖FMF−1v‖2
L2 · ‖Ju‖2

L2

= Ct−5/4‖u‖L2 · ‖Ju‖2
L2 . (2.7)

As for R2(t) in (2.5), it is easy to see

‖R2(t)‖L∞ ≤ Ct−1(‖FMF−1v‖2
L∞ + ‖v‖2

L∞) · ‖F (M − 1)F−1v‖L∞ .

Then the Gagliardo-Nirenberg inequality and analogous estimate for R1(t)
yields

‖R2(t)‖L∞ ≤ Ct−5/4‖u‖L2 · ‖Ju‖2
L2 . (2.8)

Combining (2.7) and (2.8), we obtain (2.6). �

We now turn back to the proof of L∞-decay. From (2.4), it follows that

∂|v|2

∂t
= 2t−1Im{vt · f(v)} + 2Re{vt · R(t)}. (2.9)

We are going to focus on the estimate of Im{vt · f(v)} in (2.14) for a while.
Since we have the gauge-invariance of the nonlinearity, i.e., eiθf(v) = f(eiθv),
the derivative with respective to θ leads to

ieiθf(v) =
n∑

j=1

ieiθvj
∂f
∂uj

(eiθv) −
n∑

j=1

ie−iθv̄j
∂f
∂ūj

(eiθv).

Taking θ = 0 and removing i in the above identity, we have

f(v) =
n∑

j=1

vj
∂f
∂uj

(v) −
n∑

j=1

v̄j
∂f
∂ūj

(v). (2.10)

By (1.5) and Cauchy-Schwarz’ inequality, Im{vt · f(v)} is estimated in such
a way that

Im{vt · f(v)} ≤ −ρ1

n∑
j=1

|vj |4 ≤ −ρ1n
−1|v|4. (2.11)

By (2.11), we see that

∂|v|2

∂t
≤ −2ρ1n

−1t−1|v|4 + 2Re{vt · R(t)}. (2.12)

Hereafter we follow the idea of Katayama-Matsumura-Sunagawa [12] to ob-
tain an L∞-decay estimate of v = v(t, ξ). From (2.12), it follows that

∂(log t)2|v|2

∂t
= 2t−1 log t|v|2 − 2ρ1n

−1t−1(log t)2|v|4

+ 2(log t)2Re{vt · R(t)}. (2.13)

By Young’s inequality, we have (log t)|v|2 ≤ (n/4ρ1) + ρ1n
−1(log t)2|v|4.

Then, from (2.13), it follows that

∂(log t)2|v|2

∂t
≤ n

2ρ1t
+ 2(log t)2Re{vt · R(t)}.

Integrating the above from 1 to t, we have

|v|2 ≤ n

2ρ1
(log t)−1 + 2(log t)−2

∫ t

1
(log τ)2Re{vt · R(τ)} dτ

≤ n

2ρ1
(log t)−1 + C(log t)−2, (2.14)

where we applied ‖R(τ)‖L∞ ≤ Cτ−5/4 (Lemma 2.2) and rough estimate
‖v‖L∞ ≤ C‖v‖H1 ≤ C(‖u0‖L2 + ‖xu0‖L2) (Lemma 2.1) to the integral. By
(2.14), we have

‖v(t)‖L∞ ≤ C(log t)−1/2 (2.15)

for t > 2, and obtain ‖u(t)‖L∞ ≤ Ct−1/2(log t)−1/2. The proof for Theorem
1.1 is complete. �
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3. Proof of Theorem 1.2

Recall that the function v(t, ξ) = FU(−t)u(t) satisfies
∂v
∂t

= −it−1f(v) + R(t). (3.1)

When we take t → ∞, the remainder R(t) expectedly decays more rapidly
than −it−1f(v) of (3.1). Hence the large-time behavior of v expectedly
coincides with a solution to the ordinary differential equation such as

∂w
∂t

= −it−1f(w). (3.2)

To justify it, we let w(t, ξ) = v(t, ξ) + p(t, ξ) where p is a perturbation of
v, and we will find the equation of p. In addition, we will consider which
initial data is the best for (3.2) so that w well-approximates v as t → ∞.

We first generates a differential equation of p. Substitute w = v+p into
(3.2), and note that v satisfies (3.1). Then we see that

∂p
∂t

= −it−1 {f(v + p) − f(v)} + R(t). (3.3)

Applying Taylor’s expansion, we have

f(v + p) − f(v) =
∂f
∂u

(v)p +
∂f
∂u

(v)p + S(p), (3.4)

where
∂f
∂u

(v)p =
n∑

j=1

∂f
∂uj

(v)pj ,
∂f
∂u

(v)p =
n∑

j=1

∂f
∂uj

(v)pj (3.5)

and

S(p) = f(v + p) − f(v) − ∂f
∂u

(v)p − ∂f
∂u

(v)p. (3.6)

Note here that S(p) consists of the quadratic and cubic terms of p. Substi-
tute (3.4) into (3.3), and we have

∂p
∂t

= −it−1

{
∂f
∂u

(v)p +
∂f
∂u

(v)p
}
− it−1S(p) + R(t). (3.7)

We want to regard (3.7) as a couple of equations of p and p. Let

q =
(

p
p

)
, M(v) =

(
∂f
∂u(v) ∂f

∂u(v)

− ∂f
∂u(v) − ∂f

∂u(v)

)
(3.8)

and

NS =
(

it−1S(p)
−it−1S(p)

)
, IR =

(
R(t)
R(t)

)
(3.9)

Then (3.7) is transformed into
∂q
∂t

= −it−1M(v)q + NS + IR. (3.10)

If the equation (3.10) possesses a solution q = q(t) decaying more rapidly
than v(t) in L∞, it implies that there exists a solution w = w(t) satisfying
the ODE (3.2) so that w(t) provides the asymptotic leading term of u(t)
(the solution to (1.1)).
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To justify it, we let w(t, ξ) = v(t, ξ) + p(t, ξ) where p is a perturbation of
v, and we will find the equation of p. In addition, we will consider which
initial data is the best for (3.2) so that w well-approximates v as t → ∞.

We first generates a differential equation of p. Substitute w = v+p into
(3.2), and note that v satisfies (3.1). Then we see that

∂p
∂t

= −it−1 {f(v + p) − f(v)} + R(t). (3.3)

Applying Taylor’s expansion, we have

f(v + p) − f(v) =
∂f
∂u

(v)p +
∂f
∂u

(v)p + S(p), (3.4)

where
∂f
∂u

(v)p =
n∑

j=1

∂f
∂uj

(v)pj ,
∂f
∂u

(v)p =
n∑

j=1

∂f
∂uj

(v)pj (3.5)

and

S(p) = f(v + p) − f(v) − ∂f
∂u

(v)p − ∂f
∂u

(v)p. (3.6)

Note here that S(p) consists of the quadratic and cubic terms of p. Substi-
tute (3.4) into (3.3), and we have

∂p
∂t

= −it−1

{
∂f
∂u

(v)p +
∂f
∂u

(v)p
}
− it−1S(p) + R(t). (3.7)

We want to regard (3.7) as a couple of equations of p and p. Let

q =
(

p
p

)
, M(v) =

(
∂f
∂u(v) ∂f

∂u(v)

− ∂f
∂u(v) − ∂f

∂u(v)

)
(3.8)

and

NS =
(

it−1S(p)
−it−1S(p)

)
, IR =

(
R(t)
R(t)

)
(3.9)

Then (3.7) is transformed into
∂q
∂t

= −it−1M(v)q + NS + IR. (3.10)

If the equation (3.10) possesses a solution q = q(t) decaying more rapidly
than v(t) in L∞, it implies that there exists a solution w = w(t) satisfying
the ODE (3.2) so that w(t) provides the asymptotic leading term of u(t)
(the solution to (1.1)).

• Linear Problem. To deduce the asymptotic behavior of q satisfying
(3.10), we first consider the Cauchy problem of the linearized equation, i.e.,

{
∂tq = −it−1M(v)q
q(s) = b,

(3.11)

where the initial data b belongs to

D =
{(

a
a

)
∈ C2n ; a ∈ Cn

}
.

Since the nonlinearity f(u) is cubic, there exists some ρ2 > 0 such that, for
any p ∈ Cn,

Im
{
pt

(
∂f
∂u

(v)p +
∂f
∂u

(v)p
)}

≥ −ρ2|v|2|p|2. (3.12)

Then we have an estimate of the solution to (3.11).

Lemma 3.1. Let b = b(ξ) belong to L∞. Then, for some T > 0, there
exists a unique solution to (3.11) such that

q ∈ C1([T,∞);L∞). (3.13)

Furthermore, if T < t1 ≤ t2, the solution q satisfies

‖q(t1, ·)‖L∞ ≤ eC(log T )−1

(
log t2
log t1

)nρ2
2ρ1

‖q(t2, ·)‖L∞ . (3.14)

Remark. Let q(t) = U(t, s)b. Then (3.14) implies that, if T < t ≤ s, we
have

‖U(t, s)b‖L∞ ≤ eC(log T )−1

(
log s

log t

)nρ2
2ρ1

‖b‖L∞ . (3.15)

Proof of Lemma 3.1. By (3.11), we see that

∂|q(t)|2

∂t
= 2t−1Im(qtM(v)q)

= 2t−1Im
{
pt

(
∂f
∂u

p +
∂f
∂u

p
)

+ pt

(
− ∂f

∂u
p − ∂f

∂u
p
)}

= 4t−1Im
{
pt

(
∂f
∂u

p +
∂f
∂u

p
)}

. (3.16)

By (3.12) and |p|2 = |q|2/2, we have

∂|q(t)|2

∂t
≥ −4ρ2t

−1|v|2|p|2 = −2ρ2t
−1|v|2|q|2. (3.17)

Applying (2.14) to v of (3.17), we have

∂|q(t)|2

∂t
≥ −

(
nρ2

ρ1
t−1(log t)−1 + Ct−1(log t)−2

)
|q|2.

－9－



By Gronwall’s inequality, we see that, if 0 < t1 < t2,

|q(t2)|2 ≥ |q(t1)|2 ·
(

log t1
log t2

)nρ2
ρ1

exp
{
C((log t2)−1 − (log t1)−1)

}
.�

• Nonlinear Problem. We next solve the nonlinear equation (3.10). To
this end, we rewrite (3.10) as an integral equation. We note that

∂

∂τ
U(t, τ)q(τ) = U(t, τ)(iτ−1M(v)) + U(t, τ)

∂q(τ)
∂τ

= U(t, τ)(iτ−1M(v)) + U(t, τ)(−iτ−1M(v) + NS + IR)

= U(t, τ)(NS + IR),

where U(t, τ) is the solution operator for the linearized equation (3.11).
Taking the integral over [t, s], we have

U(t, s)q(s) − q(t) =
∫ s

t
U(t, τ)IR dτ +

∫ s

t
U(t, τ)NS dτ.

Since q(s) is expected to decay rapidly enough as s → ∞, we assume that

lim
s→∞

‖U(t, s)q(s)‖L∞ = 0.

Then the integral equation we are going to solve is

q(t) = −
∫ ∞

t
U(t, τ)IR dτ −

∫ ∞

t
U(t, τ)NS dτ

≡ Φ(q(t)). (3.18)

We will solve (3.18) by the contraction mapping principle. To see which
function space is appropriate, we consider the estimate of

∫ ∞
t U(t, τ)IR dτ .

Applying (3.15) to U(t, τ) and Lemma 2.2 to IR, we see that, if T < t, there
exists some constant C0 > 0 independent of T such that����

∫ ∞

t
U(t, τ)IR dτ

����
L∞

≤ C(log t)−nρ2/2ρ1

∫ ∞

t
(log τ)nρ2/2ρ1τ−5/4 dτ

≤ C0t
−1/4. (3.19)

Then the function space applied to the contraction mapping principle is

XT = {q(t, ξ) ; ‖q‖XT
< ∞}, (3.20)

where

‖q‖XT
= sup

T≤t<∞
t1/4‖q(t, ·)‖L∞ . (3.21)

Let B2C0(XT ) be a closed ball in XT with radius of 2C0, where C0 is the
constant in (3.19).

We here consider the estimate of NS in (3.10).

Lemma 3.2. Let q(t) ∈ B2C0(XT ). Then there exists some C > 0 such
that, for t ∈ [T,∞),

‖NS‖L∞ ≤ CC2
0 (log t)−1/2t−3/2 + CC3

0 t−7/4. (3.22)
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Proof of Lemma 3.2. By (3.6), we find that NS consists of quadratic terms
of q(t) (whose variable coefficients are given by the entries of v(t)) and cubic
terms. Then it follows that

‖NS‖L∞ ≤ Ct−1(‖v(t)‖L∞‖q(t)‖2
L∞ + ‖q(t)‖3

L∞).

Applying (2.15) to ‖v(t)‖L∞ and q(t) ∈ B2C0(XT ) to ‖q(t)‖L∞ , we have

‖NS‖L∞ ≤ Ct−1(C2
0 (log t)−1/2t−1/2 + CC3

0 t−3/4)

≤ C(C2
0 (log t)−3/2t−1/2 + CC3

0 t−7/4). �

By Lemma 3.1 and 3.2, we see that, for q ∈ B2C0(XT ),

‖Φ(q)‖XT

≤ C0 + C sup
T≤t<∞

t1/4(log t)−nρ2/2ρ1

∫ ∞

t
(log τ)nρ2/2ρ1‖NS(τ, ·)‖L∞ dτ

≤ C0 + C sup
T≤t<∞

t1/4(log t)−nρ2/2ρ1

∫ ∞

t
(log τ)nρ2/2ρ1

× (C2
0 (log τ)−1/2τ−3/2 + C3

0τ−7/4) dτ

≤ C0 + C(C2
0 + C3

0 )(log T )−1/2T−1/4. (3.23)

Thus, if T > 0 is taken so large in (3.23), Φ(q) ∈ B2C0(XT ). We next
consider the estimate of ‖Φ(q1)−Φ(q2)‖XT

for q1,q2 ∈ B2C0(XT ). We see
that

‖Φ(q1) − Φ(q2)‖XT
≤ C(C0 + C2

0 )(log T )−1/2T−1/4‖q1 − q2‖XT
. (3.24)

Thus, if T > 0 is taken so large in (3.24), Φ is a contraction map. We have
now solved (3.18), and hence Theorem 1.2 is proved. �
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CONVERGENCE OF ALLEN-CAHN EQUATION WITH NON-LOCAL
TERM TO VOLUME PRESERVING MEAN CURVATURE FLOW

KEISUKE TAKASAO
DEPARTMENT OF MATHEMATICS, KYOTO UNIVERSITY,

KITASHIRAKAWA-OIWAKECHO SAKYO KYOTO 606-8502, JAPAN

1. Introduction

In this note we consider the existence of the weak solution to the volume preserving mean
curvature flow via the phase field method. This note is mainly about the existence theorem
obtained in [17].

Let T be a positive constant and d ≥ 2 be a positive integer. Suppose that Ut ⊂ Rd is
a bounded open set with smooth boundary Mt = ∂Ut for any t ∈ (0, T ). We say that the
family of hypersurfaces {Mt}t∈[0,T ) is a volume preserving mean curvature flow if the normal
velocity vector v⃗ satisfies

v⃗ = h⃗−
(

1

H d−1(Mt)

∫

Mt

h⃗ · ν⃗ dH d−1

)
ν⃗, on Mt, for any t ∈ (0, T ), (1.1)

where h⃗ is the mean curvature vector and ν⃗ is the inner unit normal vector of Mt, respec-
tively. Note that the volume preserving property is immediately obtained from the following
formula:

d

dt
L d(Ut) = −

∫

Mt

v⃗ · ν⃗ dH d−1 = 0, t ∈ (0, T ). (1.2)

In addition, the solution to (1.1) satisfies

H d−1(Mt2) +

∫ t2

t1

∫

Mt

|v⃗|2 dH d−1dt = H d−1(Mt1) for any 0 ≤ t1 < t2 < T. (1.3)

Throughout this note, we denote W (s) =
(1− s2)2

2
and Ω = (R/T)d (that is, we con-

sider the periodic boundary condition). First we discuss the following standard Allen-Cahn
equation: {

εφε
t = ε∆φε − W ′(φε)

ε
, (x, t) ∈ Ω× (0, T ),

φε(x, 0) = φε
0(x), x ∈ Ω,

(1.4)

where ε is a positive constant. Let {Mt}t∈[0,T ) be a classical solution to the mean curvature
flow (without the volume constraint). It is well known that the solution to (1.4) converges
to {Mt}t∈[0,T ) as ε → 0 if φε

0 approximates M0 well (see [2, 4, 6]). Moreover, Ilmanen [8]
proved the existence of the weak solution to the mean curvature flow in the sense of varifolds
(Brakke flow [1]) via (1.4).

2020 Mathematics Subject Classification. Primary 35K93, Secondary 53E10.
Key words and phrases. volume preserving mean curvature flow, Allen–Cahn equation, phase field

method, varifolds.
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2 K. TAKASAO

Remark 1.1. Let {εi}∞i=1 be a positive sequence with εi → 0 and φεi be a solution to (1.4)
with εi instead of ε. In [8], one of the key estimate for the existence theorem is the vanishing
of the discrepancy measure, that is,

lim
j→∞

∫ T

0

∫

Ω

����
εij |∇φεij (x, t)|2

2
− W (φεij (x, t))

εij

���� dxdt = 0 (1.5)

for some subsequence {εij}∞j=1. Ilmanen proved (1.5) by the monotonicity formula for (1.4)

and the maximum principle for the function ε|∇φε|2
2

− W (φε)
ε

. In fact, this strategy works for
our equation (1.13) below.

Based on the results, it is natural to add a suitable term to (1.4) in order to solve (1.1).
The most simple and well-known phase field model for (1.1) was studied by Rubinstein and
Sternberg [14]. They considered the following Allen-Cahn equation:

{
εφε

t = ε∆φε − W ′(φε)

ε
+ λε

RS, (x, t) ∈ Ω× (0, T ),

φε(x, 0) = φε
0(x), x ∈ Ω,

(1.6)

where

λε
RS(t) =

1

L d(Ω)

∫

Ω

W ′(φε(x, t))

ε
dx.

Set

Eε(t) =

∫

Ω

(
ε|∇φε(x, t)|2

2
+

W (φε(x, t))

ε

)
dx. (1.7)

Under appropriate conditions, we have 1
σ
Eε(t) ≈ H d−1(M ε

t ), where σ =
∫ 1

−1

√
2W (s) ds and

M ε
t = {x ∈ Ω | φε(x, t) = 0}. Note that the solution to (1.6) has properties corresponding

to (1.2) and (1.3), that is,

d

dt

∫

Ω

φε dx = 0, t ∈ (0, T )

and

Eε(t2) +

∫ t2

t1

∫

Ω

ε(φε
t)

2 dxdt = Eε(t1) for any 0 ≤ t1 < t2 < T. (1.8)

Chen, Hilhorst, and Logak [5] showed that the solution to (1.6) converges to (1.1) if the
classical solution to (1.1) exists and M ε

0 approximates M0 well. Related to this, Laux and
Simon [10] proved that the solution to (1.6) converges to the measure theoretic weak solution
to the volume preserving mean curvature flow under an assumption

lim
ε→0

∫ T

0

1

σ
Eε(t) dt =

∫ T

0

H d−1(∂∗Ut) dt, (1.9)

where Ut = {x ∈ Ω | limε→0 φ
ε(x, t) = 1} and ∂∗Ut is the reduced boundary of Ut (this

condition is related to the convergence assumption in [11]). Moreover, they also showed the
convergence of the vector-valued version of (1.6) to the multi-phase volume preserving mean
curvature flow under a assumption similar to (1.9).

Remark 1.2. Under suitable conditions, the vanishing of the discrepancy measure (1.5)
can be obtained from the convergence assumption (1.9) (see [10, Lemma 2.11]).
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Remark 1.3. To the best of our knowledge, it is not known whether the convergence
theorem of [10] can be shown if the assumption (1.9) is removed. If one try to prove the
convergence by following [8], then the estimate

sup
ε>0

∫ T

0

∫

Ω

ε

(
∆φε − W ′(φε)

ε2

)2

dxdt < ∞ (1.10)

is needed. This requirement is natural because (1.10) corresponds to the L2 estimate of the
mean curvature of (1.1). From (1.8), the estimate (1.10) holds if

sup
ε>0

1

ε

∫ T

0

|λε
RS|2 dt < ∞.

However, the best estimate known for this is supε>0

∫ T

0
|λε

RS|2 dt < ∞ by Bronsard and
Stoth [3].

For (1.1), Golovaty [7] studied the following Allen-Cahn equation:
{

εφε
t = ε∆φε − W ′(φε)

ε
+ λε

G

√
2W (φε), (x, t) ∈ Ω× (0, T ),

φε(x, 0) = φε
0(x), x ∈ Ω,

(1.11)

where

λε
G(t) =

−
∫
Ω

√
2W (φε) (ε∆φε − ε−1W ′(φε)) dx

2
∫
Ω
W (φε) dx

.

Note that (1.11) also has the properties such as (1.2) and (1.3), namely, the solution satisfies
(1.8) and

d

dt

∫

Ω

G(φε) dx = 0, t ∈ (0, T ),

where G(s) =
∫ s

0

√
2W (a) da = s− 1

3
s3. In [16], for d = 2, 3, the author proved the existence

of the weak solution to (1.1) via (1.11), without any assumption for the convergence such
as (1.9).

Remark 1.4. The function
√
2W (φε) = 1− (φε)2 is behaves like a cut-off function for the

zero level set of φε. It is natural that the non-local term has
√
2W (φε), since the support

of the non-local term of (1.1) is on Mt, not Rd. In fact, this function removes the problem
mentioned in Remark 1.3 (see [16, 17]).

Next we explain the phase field model studied in [17]. For this, first we consider the mean
curvature flow with penalty for the volume below. Assume that δ > 0 and U δ

t is an open set
with smooth boundary M δ

t for any t ∈ [0, T ). The approximate solutions for (1.1) studied
in [13] and [9] correspond to the following flow {M δ

t }t∈[0,T ) with penalty:

v⃗ = h⃗− λδν⃗, on M δ
t , t ∈ (0, T ), (1.12)

where

λδ(t) =
1

δ
(L d(U δ

0 )− L d(U δ
t )).

We define F δ(t) by

F δ(t) = H d−1(M δ
t ) +

1

2δ
(L d(U δ

0 )− L d(U δ
t ))

2.
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Then we have

d

dt
F δ(t) = −

∫

Mδ
t

|v⃗|2 dH d−1 ≤ 0 for any t ∈ (0, T ).

Therefore (1.12) is a L2-gradient flow of F δ(t). The penalty of the volume imply

(L d(U δ
0 )− L d(U δ

t ))
2 ≤ 2δF δ(t) ≤ 2δF δ(0) = 2δH d−1(M δ

0 ).

Hence, formally, we can expect that {M δ
t }t∈[0,T ) converges to the volume preserving mean

curvature flow as δ → 0. Mugnai, Seis, and Spadaro [13] studied a minimizing movement
scheme for (1.12) and proved the existence theorem under an assumption corresponding to
(1.9). Kim and Kwon [9] proved the existence of the viscosity solution to (1.1) via (1.12).

Let α ∈ (0, 1). In this note, we consider the following phase field model for (1.12):
{

εφε
t = ε∆φε − W ′(φε)

ε
+ λε

√
2W (φε), (x, t) ∈ Ω× (0,∞),

φε(x, 0) = φε
0(x), x ∈ Ω,

(1.13)

where

λε(t) =
1

εα

(∫

Ω

G(φε
0(x)) dx−

∫

Ω

G(φε(x, t)) dx

)
. (1.14)

We remark that the solution to (1.13) exists under suitable assumptions for φε
0 (see [17]).

Set

Eε
P (t) =

1

2εα

(∫

Ω

G(φε
0(x)) dx−

∫

Ω

G(φε(x, t)) dx

)2

and Ẽε(t) = Eε(t) +Eε
P (t), where E

ε(t) is given by (1.7) with the solution φε to (1.13). By
integration by parts, the solution φε to (1.13) satisfies

d

dt
Ẽε(t) = −

∫

Ω

ε(φε
t)

2 dx ≤ 0 for any t ∈ (0,∞),

Ẽε(T ) +

∫ T

0

∫

Ω

ε(φε
t)

2 dxdt = Ẽε(0) = Eε(0) for any T ≥ 0,

and(∫

Ω

G(φε
0(x)) dx−

∫

Ω

G(φε(x, t)) dx

)2

= 2εαEε
P (t) ≤ 2εαEε(0) for any t ∈ [0,∞).

Note that these properties correspond to those of (1.12).
In [17], the equation (1.13) was used to construct the measure theoretic weak solution

(L2-flow) to the volume preserving mean curvature flow. The detail is provided in the next
section.

Remark 1.5. We denote φ̃ε(x̃, t̃) := φε(εx̃, ε2t̃). Then we obtain

φ̃ε
t̃ = ∆x̃φ̃

ε −W ′(φ̃ε) + ελε(ε2t̃)
√
2W (φ̃ε), (1.15)

where ∆x̃ is a Laplacian with respect to x̃. If supx |φε
0(x)| < 1 then the maximum principle

implies supx,t |φε(x, t)| < 1. Therefore we have

sup
t̃≥0

|ελε(ε2t̃)
√
2W (φ̃ε)| ≤ sup

t̃≥0

|ελε(ε2t̃)| ≤ 4

3
L d(Ω)ε1−α.
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2 dxdt = Ẽε(0) = Eε(0) for any T ≥ 0,

and(∫

Ω

G(φε
0(x)) dx−

∫

Ω

G(φε(x, t)) dx

)2

= 2εαEε
P (t) ≤ 2εαEε(0) for any t ∈ [0,∞).

Note that these properties correspond to those of (1.12).
In [17], the equation (1.13) was used to construct the measure theoretic weak solution

(L2-flow) to the volume preserving mean curvature flow. The detail is provided in the next
section.

Remark 1.5. We denote φ̃ε(x̃, t̃) := φε(εx̃, ε2t̃). Then we obtain

φ̃ε
t̃ = ∆x̃φ̃

ε −W ′(φ̃ε) + ελε(ε2t̃)
√

2W (φ̃ε), (1.15)

where ∆x̃ is a Laplacian with respect to x̃. If supx |φε
0(x)| < 1 then the maximum principle

implies supx,t |φε(x, t)| < 1. Therefore we have

sup
t̃≥0

|ελε(ε2t̃)
√
2W (φ̃ε)| ≤ sup

t̃≥0

|ελε(ε2t̃)| ≤ 4

3
L d(Ω)ε1−α.

CONVERGENCE OF ALLEN-CAHN EQUATION TO VPMCF 5

Here we used maxs∈[−1,1] |G(s)| = 2
3
. Since α ∈ (0, 1), the rescaled equation (1.15) can be

treated like the standard Allen-Cahn equation and we can prove the rectifiability and the
integrality of the varifolds below.

2. Main results

In this section we describe the existence theorem obtained in [17].

First we recall the varifolds and refer to [15, 18] for more details. For d × d matrix
A = (aij) and B = (bij), we define A · B :=

∑
i,j aijbij. For d, k ∈ N with k < d, we

denote the space of k-dimensional subspace of Rd by G(d, k). For an open set U ⊂ Rd, we
define Gk(U) := U × G(d, k). The measure V is called a general k-varifold on U if V is a
Radon measure on Gk(U). We define the set of all general k-varifolds on U by Vk(U). For
V ∈ Vk(U), we denote the weight measure ∥V ∥ by

∥V ∥(ϕ) :=
∫

Gk(U)

ϕ(x) dV (x, S) for any ϕ ∈ Cc(U).

The varifold V ∈ Vk(U) is called rectifiable if there exist a H k-measurable k-countably
rectifiable set M ⊂ U and positive function θ ∈ L1

loc(H
k⌊M) such that

V (ϕ) =

∫

M

ϕ(x, TxM)θ(x) dH k for any ϕ ∈ Cc(Gk(U)),

where TxM is the approximate tangent space of M at x, with respect to θ (see [15]). In
addition, V is called integral if θ ∈ N H k-a.e. on M . For V ∈ Vk(U), the first variation
δV is defined by

δV (ϕ⃗) :=

∫

Gk(U)

∇ϕ⃗(x) · S dV (x, S) for any ϕ⃗ ∈ C1
c (U ;Rd).

Here, S ∈ G(d, k) is regarded as the orthogonal projection matrix of Rd onto S.
Assume that δV satisfies

sup{|δV (ϕ⃗)| | ϕ⃗ ∈ C1
c (U ;Rd), |ϕ⃗| ≤ 1, spt ϕ⃗ ⊂ K} < ∞

for any compact set K ⊂ U . Then the domain of δV can be extended to Cc(U ;Rd) uniquely,
and the Riesz representation theorem implies that there exist a Radon measure ∥δV ∥ and
a ∥δV ∥-measurable function σ⃗ : U → Rd such that

δV (ϕ⃗) =

∫

U

ϕ⃗ · σ⃗ d∥δV ∥, for any ϕ⃗ ∈ Cc(U).

In addition, if ∥δV ∥ ≪ ∥V ∥, then the Radon-Nikodym theorem tells us that there exists a

measurable vector field h⃗ = −d∥δV ∥
d∥V ∥ σ⃗ such that

δV (ϕ⃗) = −
∫

U

ϕ⃗(x) · h⃗(x) d∥V ∥(x) for any ϕ⃗ ∈ Cc(U ;Rd).

We call h⃗ the generalized mean curvature vector of V .

Next we give the definition of the weak solution considered in this note. The definition is
similar to that of the Brakke flow (see [1, 18]).

Definition 2.1 (L2-flow [12]). Let T > 0, U ⊂ Rd be an open set, and {µt}t∈[0,T ) be a
family of Radon measures on U . Let dµ := dµtdt. The family of Radon measures {µt}t∈[0,T )

is called an L2-flow with a generalized velocity vector v⃗ if the following hold:
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(1) For a.e. t ∈ (0, T ), µt is (d−1)-integral, that is, there exists a (d−1)-integral varifold
Vt ∈ Vd−1(U) such that µt = ∥Vt∥. In addition, Vt has a generalized mean curvature

vector h⃗ ∈ L2(µt;Rd).
(2) v⃗ ∈ L2(0, T ; (L2(µt))

d) and

v⃗(x, t) ⊥ Txµt for µ-a.e. (x, t) ∈ U × (0, T ),

where Txµt ∈ G(d, d− 1) is the approximate tangent space of Vt at x.
(3) There exists CT > 0 such that����

∫ T

0

∫

U

(ηt +∇η · v⃗) dµtdt

���� ≤ CT∥η∥C0(U×(0,T )) (2.1)

for any η ∈ C1
c (U × (0, T )).

Remark 2.2. Assume that Mt ⊂ U is a smooth hypersurface with the normal velocity v⃗

for any t ∈ (0, T ) and it holds that
∫ T

0

∫
Mt

|v⃗ · h⃗| dH d−1dt < ∞. Then (2.1) holds with

dµt = dH d−1⌊Mt and CT =
∫ T

0

∫
Mt

|v⃗ · h⃗| dH d−1dt, since we have

d

dt

∫

Mt

η dH d−1 =

∫

Mt

(∇⊥η − ηh⃗) · v⃗ + ηt dH
d−1 for any η ∈ C1

c (U × (0, T )).

Here ∇⊥η = ∇η − (∇η · ν⃗)ν⃗. Moreover, if there exists a constant C > 0 such that����
∫ T

0

∫

Mt

(ηt +∇η · w⃗) dH d−1dt

���� ≤ C∥η∥C0(U×(0,T )) for any η ∈ C1
c (U × (0, T )),

then we have v⃗ ≡ w⃗. This property can be proved in the same way as in [18, Proposition
2.1].

We define a Radon measure µε
t on Ω by

µε
t(ϕ) :=

1

σ

∫

Ω

ϕ

(
ε|∇φε(x, t)|2

2
+

W (φε(x, t))

ε

)
dx, ϕ ∈ Cc(Ω), (2.2)

where φε is a solution to (1.13). The approximate velocity vector v⃗ ε is given by

v⃗ ε =

{ −φε
t

|∇φε|
∇φε

|∇φε| , if |∇φε| ̸= 0,

0, otherwise.

The following is the existence theorem for (1.1) in the sense of L2-flow.

Theorem 2.3 (see [17]). Let d ≥ 2 and U0 ⊂ Ω be an open set with C1 boundary M0.
Then there exists a family of solutions {φεi}∞i=1 to (1.13) with εi instead of ε such that the
following hold.

(a) There exist a countable subset B ⊂ [0,∞) and a family of (d − 1)-integral Radon
measures {µt}t∈[0,∞) on Ω such that

µ0 = H d−1⌊M0 , µεi
t ⇀ µt as Radon measures for any t ≥ 0,

and

µs(Ω) ≤ µt(Ω) for any s, t ∈ [0,∞) \B with 0 ≤ t < s < ∞.

(b) There exists a function ψ ∈ BVloc(Ω × [0,∞)) ∩ C
1
2
loc([0,∞);L1(Ω)) such that the

following hold.
(b1) Set ψεi = 1

2
(φεi + 1). Then we have ψεi → ψ in L1

loc(Ω × [0,∞)) and a.e.
pointwise.

(b2) ψ|t=0 = χU0 a.e. on Ω.
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(b3) For any t ∈ [0,∞), it holds that ψ(·, t) = 1 or 0 a.e. on Ω. In addition, we have
∫

Ω

ψ(x, t) dx = L d(U0) for any t ∈ [0,∞).

(b4) For any non-negative function ϕ ∈ Cc(Ω), we have

∥∇ψ(·, t)∥(ϕ) ≤ µt(ϕ) for any t ∈ [0,∞).

(c) We have

sup
i∈N

∫ T

0

|λεi |2 dt < ∞ for any T > 0,

where λεi is given by (1.14). Moreover, there exists λ ∈ L2
loc(0,∞) such that λεi ⇀ λ

weakly in L2(0, T ) for any T > 0.
(d) The family of Radon measures {µt}t∈[0,∞) is an L2-flow with a generalized velocity

vector v⃗, where v⃗ satisfies

v⃗ = h⃗− λ
d∥∇ψ(·, t)∥

dµt

ν⃗ µ-a.e. on Ω× (0,∞).

Here h⃗ ∈ L2
loc([0,∞); (L2(µt))

d) is the generalized mean curvature vector of µt and
ν⃗ is the inner unit normal vector of {ψ(·, t) = 1} on spt ∥∇ψ(·, t)∥. In addition, for

any ϕ⃗ ∈ Cc(Ω× [0,∞);Rd), we have

lim
i→∞

∫ ∞

0

∫

Ω

v⃗ εi · ϕ⃗ dµεi
t dt =

∫ ∞

0

∫

Ω

v⃗ · ϕ⃗ dµtdt. (2.3)

Note that if there exists T > 0 such that µt = ∥∇ψ(·, t)∥ for a.e. t ∈ (0, T ), then we

obtain v⃗ = h⃗ − λν⃗ in the sense of L2-flow. In fact, it is true if one adds the assumption
that the initial data M0 is close to a sphere. We explain this in detail below. We denote
Br(0) = {x ∈ Rd | |x| < r} for r > 0 and Ut = {x ∈ Ω | ψ(x, t) = 1} for any t > 0.

Theorem 2.4 (see [17]). For any r ∈ (0, 1
4
), there exists δ1 > 0 depending only on d and

r with the following property: Suppose that an open set U0 ⊂ (1
4
, 3
4
)d satisfies L d(U0) =

L d(Br(0)) and has a C1 boundary M0 with H d−1(M0) ≤ 2H d−1(∂Br(0)). In addition,
assume that U0 satisfies

H d−1(M0)− dω
1
d
d (L

d(U0))
d−1
d ≤ δ1. (2.4)

Let {µt}t∈[0,∞) be the L2-flow with initial data µ0 = H d−1⌊M0 , obtained by Theorem 2.3.
Then there exists T1 = T1(d, r,M0) > 0 such that

µt = ∥∇ψ(·, t)∥ = H d−1⌊∂∗Ut for a.e. t ∈ [0, T1),

where ∂∗Ut is the reduced boundary of Ut and ψ is the function given by Theorem 2.3.
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[12] Mugnai, L. and Röger, M., The Allen-Cahn action functional in higher dimensions, Interfaces Free
Bound., 10 (2008), 45–78.

[13] Mugnai, L., Seis, C. and Spadaro, E., Global solutions to the volume-preserving mean-curvature flow,
Calc. Var. Partial Differential Equations, 55 (2016), Art. 18, 23.

[14] Rubinstein, J. and Sternberg, P., Nonlocal reaction-diffusion equations and nucleation, IMA Journal of
Applied Mathematics, 48 (1992), 249–264.

[15] Simon, L., Lectures on geometric measure theory, Proc. Centre Math. Anal. Austral. Nat. Univ. 3
(1983).

[16] Takasao, K., Existence of weak solution for volume preserving mean curvature flow via phase field
method, Indiana Univ. Math. J., 66 (2017), 2015–2035.

[17] Takasao, K., The Existence of a Weak Solution to Volume Preserving Mean Curvature Flow in Higher
Dimensions, Arch. Ration. Mech. Anal., 247 (2023), 52 pages.

[18] Tonegawa, Y., Brakke’s mean curvature flow, SpringerBriefs in Mathematics, Springer, Singapore,
(2019).

E-mail address: k.takasao@math.kyoto-u.ac.jp

Front-back-pulse solutions of a three-species
Lotka-Volterra competition diffusion system through

heteroclinic bifurcation approach

Chueh-Hsin Chang
Department of Mathematics, National Chung Cheng University, Chia-Yi, Taiwan

1 Introduction

We consider the existence of traveling wave solutions of the three-species Lotka-Volterra
competition-diffusion system




u1t = u1xx + u1(1− u1 − c12u2 − c13u3),

u2t = dvu2xx + u2(r2 − c21u1 − u2 − c23u3),

u3t = dwu3xx + u3(r3 − c31u1 − c32u2 − u3).

(1.1)

Here (u1, u2, u3)(x, t) ∈ R3 denotes the population densities of the three species at spatial
position x and time t. For i, j = 1, 2, 3, the parameters di, cii and cij (i ̸= j) are all
positive constants denoting the diffusion rates, intrinsic growth rate, intra-specific and
inter-specific competition rates, respectively.




u1t = u1xx + u1(1− u1 − c12u2 − c13u3),

u2t = dvu2xx + u2(r2 − c21u1 − u2 − c23u3),

u3t = dwu3xx + u3(r3 − c31u1 − c32u2 − u3).

(1.2)

For simplicity, we consider the scaled system (1.2) instead of (1.1) in the following study.
Traveling waves solutions of (1.2) having the form (u1, u2, u3)(x, t) = (u, v, w) (z), where
z = x − st and s is the wave propagating speed. Substituting this ansatz into (1.2), it
becomes 




u′′ + su′ + u(1− u− c12v − c13w) = 0,

dvv
′′ + sv′ + v(r2 − c21u− v − c23w) = 0,

dww
′′ + sw′ + w(r3 − c31u− c32v − w) = 0,

z ∈ R, (1.3)

where (·)′ = d
dz
. There are many possibilities for the boundary conditions of (u, v, w) (z)

as z → ±∞. We consider the following condition with u, v and w components to be of
front, back and pulse type profiles,respectively :

(u, v, w)(−∞) = (0, r2, 0), (u, v, w)(+∞) = (1, 0, 0). (1.4)
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Let us call such wave a front-back-pulse (FBP for short) solution for convenience. One
motivation to consider such solution is, assume that the two species (u, v) are natively
living in the environment, and w invades into the (u, v) systems. If u and v compete with
each other with a strong competition, i.e.,

1

c12
< r2 < c21. (1.5)

Then from the results by Kan-on [24], for fixed dv, the two-species system

{
u′′ + su′ + u(1− u− c12v) = 0,

dvv
′′ + sv′ + v(r2 − c21u− v) = 0

with
(u, v)(−∞) = (0, r2), (u, v)(+∞) = (1, 0)

has a unique monotone solution with a unique speed s. Then the invade species w can
only survive in the middle region where u and v are not so dominant. Hence w has a
pulse profile. The two-species parabolic competition system is a monotone system. One
can use the comparison principle to analyze the structure of its solutions. See Volpert’s
book [34]. However, the three-species system (1.2) is not a monotone system. Due to
the lack of maximum principles, it is not easy to construct solutions of (1.3) and (1.4).
There are some know results for the three-species traveling wave solutions, e.g., in [19],
[20], [21], [22], [27], [30] and [31], the studies of three-species problems mainly rely on
singular perturbation methods which assume smallness of some diffusion coefficients of
(1.3). Chen, Hung, Mimura and Ueyama [5] found FBP waves numerically by the soft-
ware package AUTO. In [4], together with M. Tohma, they further constructed semi-exact
solutions of two-hump waves and analyzed related bifurcation behaviors of these solutions
numerically. Contento, Mimura, Tohma [9] and Mimura and Tohma [32] used FBP waves
to construct spiral waves, wedge waves, and other very interesting new dynamical pat-
terns on a two-dimensional domain via numerical simulations. Recently Chang et al. [3]
consider the existence and asymptotic stability of FBP solutions by considering c13 and
c23 sufficiently small enough. Chang and Chen [2] study the existence FBP solutions
by the gluing bifurcation theory developed from [29]. When c13 = 0 and c31 = 0, (1.3)
becomes monotone system and Guo et al. [16] apply maximum principle to obtain mono-
tone traveling wave solutions. The stability of monotone traveling wave solutions when
was established by Chang [1]. On the other hand, for the case c13 < 0 and c31 < 0,
(1.3) becomes a competitive-cooperative system and and the maximum principle can be
applied also [18]. More recently, Ei, Ikeda and Ogawa [11], [12] they give the bifurcation
diagram with numerical simulation for the FBP solutions. In this talk we consider the
authors’ recent work [3] and [2] for the construction of FBP solutions.
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2

2 Weak invasion of the alien species

In the work [3] we consider the following type of (1.3):

(ε-P)




u′′ + su′ + u(1− u− c12v − ε1w) = 0,

dvv
′′ + sv′ + v(r2 − c21u− v − ε2w) = 0,

dww
′′ + sw′ + w(r3 − c31u− c32v − w) = 0,

(2.1)

we come to the following assumption.

(A1) (Bistability) c31 > r3, c32 r2 > r3, c21 > r2 >
1

c12
.

A direct consequence from (A1) is that the points (1, 0, 0) and (0, r2, 0) are stable equilibria
of the diffusion-less system of (1.1). Our main theorem is as follows:

Theorem 2.1. ([3]) Assume that c12, d2, r2, and c21 satisfy

(a) d2 > 0 and c21 > r2 >
1

c12
> 0; and

(b) either c21 ≥ b0(r2, d2) or c12 ≥ c0(r2, d2), where

b0(r2, d2)

= r2 + d2 +




2r2d
2
2


1− 1

d2


1 +


1 +

1

r2d2


, if d2 ≥ 1,

2d2


1

d2
− 1

�√
2− 1


, if 0 < d2 < 1;

c0(r2, d2)

=
1

r2
+

1

d2
+




2


1− 1

d2

�√
2− 1


, if d2 ≥ 1,

2

r2d2


1

d2
− 1

�√
1 + r2d2 + 1


if 0 < d2 < 1.

(2.2)

Then there exist positive d3, r3, c31, c32, c33 and δ such that (ε-P) has a stable positive
solution for 0 ≤ ε1 < δ and 0 ≤ ε2 < δ, where δ = δ(c12, d2, r2, c21, d3, r3, c31, c32, c33).

The main idea in the proofs of Theorem 2.1 is asfollows. Since we consider the case
when the effects of w on both u and v are small. Along this thinking, it is natural to
study the extreme case where both ε1 = 0 and ε2 = 0 first. That is,

(0-P)




u′′ + su′ + u(1− u− c12v) = 0,

dvv
′′ + sv′ + v(r2 − c21u− v) = 0,

dww
′′ + sw′ + w(r3 − c31u− c32v − w) = 0,

(u, v, w)(−∞) = (0, r2, 0), (u, v, w)(∞) = (1, 0, 0)

(2.3)

and then the first two equations of (0-P) are decoupled from the third equation. By the
results of Kan-on [24] (see also [14]), the first two equations have a solution (u0, v0) for
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some s0. Then we apply the method of sub-sup solutions to the third equation and obtain
a solution (u0, v0, w0) for (0-P). Once (0-P) is solved, we solve (ε-P) by perturbing (ε1, ε2)
from (0, 0) to a pair of small numbers. To state the perturbation result which Theorem
2.1 rely on, we consider the following existence condition of (0-P) as a starting point:

(A2) (A priori existence) Assume the system (0-P) has a positive solution U0(z) =
(u0, v0, w0)(z) with wave speed s = s0 and u′

0(z) > 0, v′0(z) < 0 for z ∈ R.

As mentioned above, by the standard heteroclinic bifurcation theory [29], we have the
existence of the solution U ε(z) := (uε, vε, wε)(z) of Problem (ε-P) with s = sε for some
speed sε ∼ s0 when (ε1, ε2) ∼ (0, 0). For the stability of U ε, we consider the spectrum
of the linearized operator L0 of (2.3) around U0 first. We prove that U0 is stable first
by using the fact that (u0, v0) is stable [26] and the comparison principle for the third
equation of L0. Then by the perturbation theory from, e.g., [15] or [28], we have that the
number of eigenvalues of the operator L0 and that of operator Lε, the linearized operator
of (2.1) around U ε are the same for (ε1, ε2) ∼ (0, 0). Since U0 is stable, this number equals
one (it is the eigenvalue at the origin due to translation invariance of traveling waves) and
hence U ε is stable.

Theorem 2.2. Let ε = (ε1, ε2). Suppose that hypotheses (A1) and (A2) hold. Then there
exists δ > 0 such that Problem (ε-P) has a positive solution U ε(z) = (uε, vε, wε)

T (z) with
s = sε depending on ε if 0 ≤ ε1 ≤ δ and 0 ≤ ε2 ≤ δ. Moreover the solution U ε(z) is
stable.

3 Gluing bifurcation

In our second approach, we use the gluing bifurcation for the construction of FBP so-
lutions. we introduce the gluing orbits first. If we let v ≡ 0, then (1.3) reduces to the
two-species system

{
u′′ + su′ + u(1− u− c13w) = 0,

dww
′′ + sw′ + w(r3 − c31u− w) = 0,

z ∈ R (3.1)

In particular, for the strong competition case, i.e., the parameters in (3.1) satisfying

1

c13
< r3 < c31, (3.2)

the existence and stability of a traveling wave solution (u0, wR) (z) of (3.1) with wave
speed s = s2 satisfying

(u0, wR) (−∞) = (0, r3) , (u0, wR) (+∞) = (1, 0)

were proved in Kan-on [24], Kan-on and Fang [26]. With (u0, wR), we obtain a solution
(u0, 0, wR)(z) of (1.3) with wave speed s = s2 satisfying the boundary condition

(u0, 0, wR) (−∞) = (0, , 0, r3) , (u0, 0, wR) (+∞) = (1, 0, 0) ,
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4

which we call a trivial three-species traveling wave solution. Similarly, if u ≡ 0, (1.3)
reduces to the system

{
dvv

′′ + sv′ + v(r2 − v − c23w) = 0,

dww
′′ + sw′ + w(r3 − c32v − w) = 0,

z ∈ R. (3.3)

Under the strong competition case

1

c32
<

r2
r3

< c23, (3.4)

by Kan-on’s result again, there also exist a traveling wave solution (wL, v0) (z) of (3.3)
with wave speed s = s1 connecting the stable steady states (0, r2) and (r3, 0):

(wL, v0) (−∞) = (0, r2) , (wL, v0) (+∞) = (r3, 0) .

Therefore there also exist a unique trivial three-species traveling wave (0, v0, wL)(z) of
(1.3) with wave speed s = s1 whose u-component equals to 0, and

(0, v0, wL) (−∞) = (0, r2, 0) , (0, v0, wL) (+∞) = (0, 0, r3) .

We explain the idea to study the existence of FFP solutions of (1.3) by the heteroclinic
bifurcation theory developed by Kokubu [29] and Chow et al. [6], [7], [8] and [17]. in the
following steps:

1. Let dv and dw be given constants. Rewrite (1.3) as an equivalent first order system
with (ri, cij) as parameters satisfying (3.2), (3.4) and the strong competition between
u and v species (1.5). That is, the 3 species u, v and w are strongly competitive with
one another. Then from Kan-on’s results [24], we have the existence of trivial three-
species waves (0, v0, wL) and (u0, 0, wR) which are equivalent to the heteroclinic
orbits of the first order system. Generically their wave speed s1 and s2 are not
equal.

2. We further assume that there exists some ri,0, and cij,0 such that for (ri, cij) =
(ri,0, cij,0) , (0, v0, wL) and (u0, 0, wR) have the same traveling speed s0. In other
words, when (s, ri, cij) = (s0, ri,0, cij,0) , there exists two heteroclinic orbits (0, v0, wL)
and (u0, 0, wR) connecting a common equilibrium (0, 0, r3).

3. Under the assumption of the existence of (s0, ri,0, cij,0), we intend to find a con-
necting orbit from (0, r2, 0) to (1, 0, 0) in a neighborhood of the union of (0, v0, wL),
(u0, 0, wR) and the limiting three equilibria if some hypotheses of the preliminary
orbits (0, v0, wL), (u0, 0, wR) are satisfied. We will find conditions of (s0, ri,0, cij,0)
to achieve these hypotheses of the preliminary orbits. Then such a connection from
(0, r2, 0) to (1, 0, 0) can be seen as a FFP solution of (1.3).

4. We find examples of exact solutions of (0, v0, wL) and (u0, 0, wR) from [33] such that
the existence of ri,0, cij,0 and s0 is non-empty.

5
－25－



Our assumption of parameters (ri, cij) are the same as that in Ei et al. [13], but
different from that in Chen et al. [5] and [32]. In general, it may be difficult to find
the existence of bifurcation points (s0, ri,0, cij,0). In the earlier work to find N -pulse
and N -front solutions, bifurcation points were constructed by using the symmetry of the
equations [25], or the geometrical singular perturbation theory [10]. In our situation,
since all the three equilibria are distinct and the orbits (0, v0, wL) and (u0, 0, wR) are
rather different from each other, it causes more difficulty. We also give explicit examples
to examine that there exists ri,0, cij,0 and s0 such that we have the existence of the trivial
three-species waves (0, v0, wL) connecting (0, r2, 0) to (0, 0, r3) and (u0, 0, wR) connecting
(0, r3, 0) to (1, 0, 0) when (s, ri, cij) = (s0, ri,0, cij,0) .
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equations [25], or the geometrical singular perturbation theory [10]. In our situation,
since all the three equilibria are distinct and the orbits (0, v0, wL) and (u0, 0, wR) are
rather different from each other, it causes more difficulty. We also give explicit examples
to examine that there exists ri,0, cij,0 and s0 such that we have the existence of the trivial
three-species waves (0, v0, wL) connecting (0, r2, 0) to (0, 0, r3) and (u0, 0, wR) connecting
(0, r3, 0) to (1, 0, 0) when (s, ri, cij) = (s0, ri,0, cij,0) .
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A supercritical Hénon equation with a forcing term

Sho Katayama

Graduate School of Mathematical Sciences, The University of Tokyo

1 Introduction

This talk is based on the paper [11]. We consider a Hénon equation with a forcing term

{
−∆u = |x|aup + κµ in RN ,

u > 0 in RN .
(P)

Here N ≥ 3, p > 1, a > −2, µ is a nontrivial Radon measure on RN , and κ > 0 is a parameter.
Our aim is to give a complete classification of existence and nonexistence of solutions to problem
(P) with respect to the parameter κ, under a suitable assumptions on the exponent p and the
nonhomogeneous term µ. In particular, we prove a threshold constant κ∗ ∈ (0,∞) with the
following properties.

(A1) If 0 < κ < κ∗, then problem (P) possesses a solution.

(A2) If κ = κ∗, then problem (P) possesses a unique solution.

(A3) If κ > κ∗, then problem (P) possesses no solutions.

Nonlinear elliptic equations with forcing terms in RN arise naturally in the study of stochastic
processes. In particular, problem (P) with a = 0 appeared in establishing some limit theorems
for super-Brownian motion. See e.g. [3, 5, 7, 15] for a brief history and background of problem
(P). One of the main difficulties of Hénon equations on RN is that techniques of calculus
of variations are not applicable since the embedding D1,2(RN ) ↪→ Lp+1(RN , |x|adx) does not
hold, except for the case a ∈ (−2, 0], p = (N + 2 + 2a)/(N − 2) (in this sense, problem (P) is
“supercritical”). See e.g. [10] for the case a = 0, p = (N + 2)/(N − 2).

1.1 Some known results and remarks

There are some results concerning properties (A1) and (A3). We first remark that the condition

a > −2, p >
N + a

N − 2

is a necessary condition for the existence of solution to problem (P). Indeed, there are no positive
measurable functions u satisfying

−∆u ≥ |x|aup in RN

1



if a ≤ −2 or 1 < p ≤ (N + a)/(N − 2). See e.g. [4, Theorem 3.3] (see also [9], [18, Section 8.1]
for the case of a = 0).

On the other hand, Bae [1, Theorem 3.2] proved that the existence of a threshold with
properties (A1) and (A3) hold if

• a > −2, p >
N + a

N − 2
, and | · |

2p+a
p−1 µ ∈ L∞(RN ).

See also e.g. [2, Proposition 3.3] for the case a = 0.
For a previous result concerning the property (A2), we refer the paper [12], which this

research is motivated by. It treats the scalar field equation with a forcing term




−∆u+ u = up + κµ in RN ,

u > 0 in RN ,

u(x) → 0 as |x| → ∞,

(S)

where N ≥ 2, p > 1, and µ is a nontrivial Radon measure in RN with compact support. In [12],
under the following condition on µ:

• G ∗ µ ∈ Lq(RN ) for some q ∈ (p,∞] with q >
N

2
(p − 1), where G is the fundamental

solution to the elliptic operator −∆+ 1 in RN ,

the existence of a threshold with properties (A1)–(A3) was proved for problem (S) in the case
of 1 < p < pJL, where pJL is the Joseph–Lundgren exponent, that is,

pJL :=




1 +
4

N − 4−
√
4N − 4

if N > 10,

∞ otherwise.

(1.1)

Unfortunately, the arguments in [12] depend heavily on the exponential decay of the fundamental
solution G at the space infinity, and they are not applicable to our problem (P). This difference
makes it difficult to control decay of solutions to problem (P), which is another main difficulty
There are no previous results concerning the property (A2) of problem (P). See e.g. [13,14,16,17]
for related results on problem (S).

1.2 Main results

To state our result, we first define solutions to problem (P). We let N ≥ 3 and denote by Γ the
fundamental solution to the elliptic operator −∆ in RN , that is

Γ(z) :=
1

N(N − 2)ωN
|z|−N+2 for z ∈ RN \ {0},

where ωN denotes the volume of the unit ball in RN .

Definition 1.1. Let µ be a nontrivial Radon measure on RN , a > 0, and κ > 0.

(1) Let u be a nonnegative, measurable, finite and positive almost everywhere function in RN .
We say that u is a solution to problem (P) if u satisfies

u(x) =

∫

RN

Γ(x− y)|y|au(y)pdy + κ

∫

RN

Γ(x− y)dµ(y) (1.2)
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for almost all (a.a.) x ∈ RN . We also say that u is a supersolution to problem (P) if u
satisfies

u(x) ≥
∫

RN

Γ(x− y)|y|au(y)pdy + κ

∫

RN

Γ(x− y)dµ(y)

for a.a. x ∈ RN .

(2) Let u be a solution to problem (P). We say that u is a minimal solution to problem (P)
if, for any solution v to problem (P), the inequality u(x) ≤ v(x) holds for a.a. x ∈ RN .
(Obviously, a minimal solution is uniquely determined.)

We also define a function space L∞
c,d for any c, d ∈ R by

L∞
c,d :=

{
f ∈ L∞

loc(RN \ {0}) : ∥f∥L∞
c,d

:= sup
x∈RN\{0}

|f(x)|
ωc,d(x)

<∞

}
,

ωc,d(x) :=

{
|x|c if |x| ≤ 1,

|x|d if |x| > 1.

Now we are ready to state our results. Our first theorem concerns properties (A1) and (A3).

Theorem 1.1. Let N ≥ 3, a > −2 and p > (N + a)/(N − 2). Let µ be a nontrivial Radon
measure on RN and assume that

Γ ∗ µ ∈ L∞
c,d for some − 2 + a

p− 1
< c ≤ 0, 2−N ≤ d < −2 + a

p− 1
.

Then there is a constant κ∗ ∈ (0,∞) with the following properties.

(i) If 0 < κ < κ∗, then problem (P) possesses a minimal solution uκ.

(ii) If κ > κ∗, then problem (P) possesses no solutions.

Furthermore, there is a constant κ∗ ∈ (0, κ∗] such that if 0 < κ < κ∗, then u
κ belongs to L∞

c,d.

Existence results with two thresholds, the lower one of which divides the existence of a
solution in a fixed function space, are typical (see e.g. [1,5]). It is generally open whether those
constants coincide, although it is a natural question.

Our second and main theorem concerns property (A2) and completes a classification of exis-
tence and nonexistence of solutions to problem (P) under a suitable condition on the exponent
p. This result also includes the coincidence of κ∗ and κ∗. Set a− := min{a, 0} and

p∗(a) :=



1 +

2(2 + a)

N − 4− a−
√

(2 + a)(2N − 2 + a)
if N > 10 + 4a,

∞ otherwise,

p∗(a) := 1 +
2(2 + a)

N − 4− a+
√

(2 + a)(2N − 2 + a)
.

Theorem 1.2. Assume the same condition as in Theorem 1.1 and p∗(a) < p < p∗(a−). Let κ∗

and κ∗ be as in Theorem 1.1. Then κ∗ = κ∗ and

(iii) if κ = κ∗, then problem (P) possesses a unique solution uκ
∗
. Furthermore, uκ

∗
belongs to

L∞
c,d.
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We remark that it is open whether problem (P) with κ = κ∗ possesses a solution if p ≥ p∗(a−)
or 1 < p ≤ p∗(a). We do not know whether the equality κ∗ = κ∗ holds in such cases either.

The critical exponent p∗(a) appears naturally in studies of structures of radial solutions and
stability of solutions to the Hénon equation −∆u = |x|aup in RN , and acts analogously to the
Joseph–Lundgren exponent (see e.g. [6, 19]). We also remark that p∗(0) = pJL.

2 The Kelvin transform

Our strategy of overcoming the difficulty of a bad decay property is the use of the Kelvin
transform

u♯(x) := |x|−N+2u(|x|−2x) for x ∈ RN \ {0}.

Indeed, it suffices to make a local estimate of u♯ around 0 for a decay estimate of u. Furthermore,
a formal calculation shows that u♯ is a solution to another Hénon equation,

{
−∆u♯ = |x|a♯(u♯)p + κν in RN ,

u♯ > 0 in RN .
(P♯)

Here a♯ := (N − 2)(p − 1) − 4 − a and ν(x) = |x|−N−2µ(|x|−2x). Rigorously, we obtain the
following proposition by using a change of variables y = |x|−2x on the integral equation (1.2).

Proposition 2.1. Assume the same condition as in Theorem 1.1. Let u be a solution to problem
(P). Then the following properties hold.

(i) u♯ is a solution to problem (P♯) in the sense of Definition 1.1 (1), with Γ ∗ ν = (Γ ∗ µ)♯.
Furthermore, if u is a minimal solution to problem (P), then u♯ is a minimal solution to
problem (P♯).

(ii) a♯ satisfies the inequality p > (N + a♯)/(N − 2). Furthermore, Γ ∗ ν ∈ L∞
c♯,d♯

with

c♯ := −N − 2− d > −2 + a♯

p− 1
, d♯ := −N − 2− c < −2 + a♯

p− 1
.

More explicitly, ν is a Radon measure in RN given by

ν(S) =

∫

{y:|y|−2y∈S}
|y|N−2dµ(y)

for a Borel set S ⊂ RN \ {0}. Assertion (ii) implies that the same condition as in Theorem 1.1
also holds for problem (P♯), and thus we may directly refer estimates obtained of u to obtain
estimates of u♯.

3 Proof of Theorem 1.2

Since the proof of Theorem 1.1 involves only a standard supersolution method, we omit it here.
We also omit the uniqueness of a solution to problem (P) with κ = κ∗, since the proof is almost
same as in [12].
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3.1 The existence of a solution to problem (P) with κ = κ∗

Assume the same conditions as in Theorem 1.1. In order to prove the existence of a solution to
problem (P) with κ = κ∗, we obtain a uniform estimate of the minimal solutions {uκ}κ∈(0,κ∗)

to problem (P). Our method of a uniform estimate of uκ involves a test function method and
elliptic regularity theorems. We have to reduce problem (P) into an elliptic problem on the
Dirichlet space D1,2(RN ) first. We define approximate solutions Uκ

j to problem (P) by

Uκ
−1 ≡ 0, Uκ

j := Γ ∗ (Uκ
j−1)

p + κΓ ∗ µ for j = 0, 1, . . . .

Lemma 3.1. There is a large number j∗ such that for any κ ∈ (0, κ∗), function w
κ := uκ −Uκ

j∗

belongs to L∞
0,−N+2 ∩ D1,2(RN ) and satisfies

−∆wκ = (wκ + Uκ
j∗)

p − (Uκ
j∗−1)

p in RN , wκ > 0 in RN

in weak sense.

Futhermore, by considering an eigenvalue problem

−∆φ = λp(uκ)p−1φ in RN , φ ∈ D1,2(RN ), (E)

we obtain the following stability assertion.

Lemma 3.2. For any κ ∈ (0, κ∗), we have

∫

RN

|∇ψ|2dx ≤
∫

RN

p(uκ)p−1ψ2dx for any ψ ∈ D1,2(RN ). (3.1)

The proof of Lemma 3.2 is similar to [12, Lemma 4.6]. By Lemma 3.2, we derive the following
uniform integral estimate of wκ.

Lemma 3.3. Let ν ≥ 1 and assume that ν2/(2ν − 1) < p. Then

sup
κ∈(0,κ∗)

∫

B(0,2)
(wκ)

2Nν
N−2dx <∞.

The proof of Lemma 3.3 involves a uniform energy estimate

∫

RN

|∇(ζ(wκ)ν)|2dx <∞, wκ := wκ +M

with a large constant M > 0 and an appropriate cutoff function ζ, using a test function method
and the stability assertion Lemma 3.2 (see e.g. [8, Proposition 6] and [12, Lemmas 5.2 and 5.3]
for related estimates).

In particular, if

there is a constant ν ≥ 1 with
ν2

2ν − 1
< p and

(N − 2)(p− 1)

2Nν
+

−a−
N

<
2

N
, (3.2)

then Lemma 3.3 implies that

sup
κ∈(0,κ∗)

∥∥| · |a(wκ)p−1
∥∥
Lq(B(0,2))

<∞ with
1

q
:=

(N − 2)(p− 1)

2Nν
+

−a−
N

<
2

N
.
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This together with the elliptic regularity theorem implies that

sup
κ∈(0,κ∗)

∥wκ∥L∞(B(0,1)) <∞.

To obtain a uniform decay estimate of wκ, we use this estimate on (wκ)♯. As a result, we obtain

sup
κ∈(0,κ∗)

∥| · |N−2wκ∥L∞(RN\B(0,1)) = sup
κ∈(0,κ∗)

∥(wκ)♯∥L∞(B(0,1)) <∞,

if

there is a constant ν ′ ≥ 1 with
ν ′2

2ν ′ − 1
< p and

(N − 2)(p− 1)

2Nν ′
+

−(a♯)−
N

<
2

N
. (3.3)

Combining these estimates, we have a uniform L∞
0,−N+2-estimate of {wκ}κ∈(0,κ∗) provided (3.2)

and (3.3). Furthermore, by elementary (but very hard!) calculations, we have the following
equivalences.

Lemma 3.4. (i) The condition (3.2) is equivalent to 1 < p < p∗(a−).

(ii) The condition (3.3) is equivalent to p∗(b) < p < p∗(0).

Thus if p∗(b) < p < p∗(a−), then the limit u∗ := Uκ∗
j∗

+ lim
κ→κ∗

wκ belongs to L∞
c,d and it is a

solution to problem (P) with κ = κ∗.

3.2 κ∗ = κ∗

We finally assume the same conditions as in Theorem 1.2 and prove that κ∗ = κ∗. We use the
following lemmas.

Lemma 3.5. The first eigenvalue of the eigenvalue problem (E) with κ = κ∗ is 1.

Lemma 3.6. Assertion (3.1) holds for any κ ∈ (0, κ∗), even if κ > κ∗.

The proof of Lemma 3.5 is similar to [12, Lemma 6.2]. To prove Lemma 3.6, we approximate
p(uκ)p−1 by η ∈ L∞

c (RN \ {0}) from below and consider the eigenvalue problem

−∆φ = ληφ in RN , φ ∈ D1,2(RN ). (Eη)

Then a similar argument as in the proof of Lemma 3.2 derives

∫

RN

ηψ2dx ≤
∫

RN

|∇ψ|2dx for any ψ ∈ D1,2(RN ).

Letting η ↗ p(uκ)p−1, we obtain (3.1).
Assume on the contrary that κ∗ < κ∗ and let κ ∈ (κ∗, κ

∗). Then by the supersolution
method, we observe that uκ ≥ (κ/κ∗)u

κ∗ . Let φ∗ be a first eigenfunction to eigenvalue problem
(E) with κ = κ∗. We have

∫

RN

|∇φ∗|2dx =

∫

RN

p(uκ∗)p−1(φ∗)2dx ≤
(κ∗
κ

)p−1
∫

RN

p(uκ)p−1(φ∗)2dx <

∫

RN

|∇φ∗|2dx,

which is a contradiction.
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STABILITY OF THE LOGARITHMIC SOBOLEV INEQUALITY

FOR THE TSALLIS ENTROPY AND ITS APPLICATION

Takeshi Suguro1
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Osaka Metropolitan University

Osaka 558-8585, Japan

1. Introduction

We consider the Boltzmann–Shannon entropy

H[f ] ≡ −
∫

Rn

f(x) log f(x) dx (1.1)

for a nonnegative and integrable function f : Rn → R with ∥f∥L1 = 1. We call such a func-
tion a probability density function. The entropy (1.1) was introduced by Ludwig Boltzmann
in statistical mechanics and Shannon [17] in information theory. In the paper [17], Shannon
considered the maximum problem of entropy (1.1) under the condition that the second moment
of probability density functions is finite. This problem leads to the following inequality: For any
nonnegative function f ∈ L1

2(Rn) with ∥f∥L1 = 1,

−
∫

Rn

f(x) log f(x) dx ≤ n

2
log

(
2πe

n

∫

Rn

|x|2f(x) dx
)
. (1.2)

The constant 2πe/n is the best possible and is attained by the Gauss function

Gt(x) ≡ (4πt)−
n
2 e−

|x|2
4t (1.3)

for t > 0 and x ∈ Rn. Here, ∥ · ∥Lp denotes the Lp(Rn)-norm, and we define the weighted
Lebesgue space as L1

b(Rn) ≡ {f ∈ L1(Rn); |x|bf ∈ L1(Rn)} for b > 0. In what follows, we
call the inequality (1.2) the Shannon inequality. More generally, the Shannon inequality (1.2)
is extended to any b-th moment and the logarithmic weight by Ogawa–Wakui [14] and Kubo–
Ogawa–Suguro [12], respectively (see also Ogawa–Seraku [15]).

It is well-known that the Gauss function (1.3) is the fundamental solution to the heat equation:

∂tu = ∆u, t > 0, x ∈ Rn. (1.4)

The Boltzmann H-theorem implies that for a nonnegative solution u to the equation (1.4),

d

dt
H[u(t)] = I[u(t)] ≡

∫

Rn

1

u(t)
|∇u(t)|2dx ≥ 0, (1.5)

where the right-hand side in (1.5) is called the Fisher information of u. Concerning the relation
between the heat equation (1.4) and the Boltzmann–Shannon entropy (1.1), the dissipation esti-
mate of a solution to the heat equation (1.4) is equivalent to the logarithmic Sobolev inequality,
which implies a lower bound of the Boltzmann–Shannon entropy by the Fisher information: For
any nonnegative smooth function f ∈ L1(Rn) with ∥f∥L1 = 1,

∫

Rn

f(x) log f(x) dx ≤ n

2
log

(
1

2nπe

∫

Rn

1

f(x)
|∇f(x)|2 dx

)
. (1.6)

1E-mail adress: suguro@omu.ac.jp
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Similarly to the Shannon inequality (1.2), the Gauss function Gt(x−a) also attains the equality
for any t > 0 and a ∈ Rn. The inequality (1.6) is equivalent to the following inequality:∫

Rn

f(x) log f(x) dx ≤ t

∫

Rn

1

f(x)
|∇f(x)|2 dx− n

2
log(4πe2t) (1.7)

for any t > 0. The equality is also attained by the Gauss function Gt.
In this paper, we consider the one-parameter extension of the Boltzmann–Shannon entropy (1.1)

motivated by an extension of the heat equation (1.4): For α > 0 with α ̸= 1,

∂tu−∆uα = 0, t > 0, x ∈ Rn. (1.8)

In the case of α > 1, the equation (1.8) is called by the porous-medium equation, and in the
case of α < 1, the equation (1.8) is called by the fast-diffusion equation. While the Boltzmann–
Shannon entropy (1.1) corresponds to the heat equation (1.4), the entropy corresponding to
this equation (1.8) is called the Tsallis entropy, which was first introduced by Tsallis [21] in
statistical mechanics. We denote the Tsallis entropy by

Hα[f ] ≡
1

1− α

(∫

Rn

f(x)α dx− 1

)
(1.9)

for a nonnegative function f ∈ L1(Rn) with ∥f∥L1 = 1. This entropy appears in the nonextensive
statistical mechanics, the so-called Tsallis statistical mechanics (see Suyari [20], Tsallis [21]). The
Tsallis entropy is expressed using the q-logarithmic function as follows:

Hα[f ] = −
∫

Rn

f(x) ln2−α f(x) dx,

where lnq(x) is the q-logarithmic function defined by lnq(x) ≡ (x1−q − 1)/(1− q) for q ̸= 1. The
Tsallis entropy is a one-parameter extension of the Boltzmann–Shannon entropy (1.1). In fact,
the Tsallis entropy (1.9) converges to the Boltzmann–Shannon entropy (1.1) as α → 1.

The logarithmic Sobolev inequality for the Tsallis entropy is also known and is expressed as
follows:

Proposition 1.1. Let max{1 − 2/(n + 2), 1 − 1/n} < α < 1 or α > 1. For any nonnegative
smooth function f ∈ L1

2(Rn) with ∥f∥L1 = 1,

−Hα[f ] ≤
1

2(n(α− 1) + 1)

∫

Rn

1

f(x)
|∇f(x)α|2 dx+Dα, (1.10)

where the best possible constant

Dα ≡ Eα[Uα]

n(α− 1) + 1
− 1

α− 1
.

Moreover, the constant Dα is attained by Uα(· − a) for any a ∈ Rn, where Uα is the Zel’dovich–
Kompaneets–Barenblatt (ZKB) function defined by

Uα(x) ≡
(
γα − α− 1

2α
|x|2

) 1
α−1

+

. (1.11)

Here, κ ≡ n(α− 1) + 2, f+(x) ≡ max{f(x), 0}, and

γα =




(
1− α

2απ

)n(1−α)
κ


Γ

(
1

1−α − n
2

)

Γ
(

1
1−α

)



2(1−α)
κ

if α < 1,

(
α− 1

2απ

)n(α−1)
κ


Γ

(
α

α−1 + n
2

)

Γ
(

α
α−1

)



2(α−1)
κ

if α > 1.

2
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Similarly to the Shannon inequality (1.2), the Gauss function Gt(x−a) also attains the equality
for any t > 0 and a ∈ Rn. The inequality (1.6) is equivalent to the following inequality:∫

Rn

f(x) log f(x) dx ≤ t

∫

Rn

1

f(x)
|∇f(x)|2 dx− n

2
log(4πe2t) (1.7)

for any t > 0. The equality is also attained by the Gauss function Gt.
In this paper, we consider the one-parameter extension of the Boltzmann–Shannon entropy (1.1)

motivated by an extension of the heat equation (1.4): For α > 0 with α ̸= 1,

∂tu−∆uα = 0, t > 0, x ∈ Rn. (1.8)

In the case of α > 1, the equation (1.8) is called by the porous-medium equation, and in the
case of α < 1, the equation (1.8) is called by the fast-diffusion equation. While the Boltzmann–
Shannon entropy (1.1) corresponds to the heat equation (1.4), the entropy corresponding to
this equation (1.8) is called the Tsallis entropy, which was first introduced by Tsallis [21] in
statistical mechanics. We denote the Tsallis entropy by

Hα[f ] ≡
1

1− α

(∫

Rn

f(x)α dx− 1

)
(1.9)

for a nonnegative function f ∈ L1(Rn) with ∥f∥L1 = 1. This entropy appears in the nonextensive
statistical mechanics, the so-called Tsallis statistical mechanics (see Suyari [20], Tsallis [21]). The
Tsallis entropy is expressed using the q-logarithmic function as follows:

Hα[f ] = −
∫

Rn

f(x) ln2−α f(x) dx,

where lnq(x) is the q-logarithmic function defined by lnq(x) ≡ (x1−q − 1)/(1− q) for q ̸= 1. The
Tsallis entropy is a one-parameter extension of the Boltzmann–Shannon entropy (1.1). In fact,
the Tsallis entropy (1.9) converges to the Boltzmann–Shannon entropy (1.1) as α → 1.

The logarithmic Sobolev inequality for the Tsallis entropy is also known and is expressed as
follows:

Proposition 1.1. Let max{1 − 2/(n + 2), 1 − 1/n} < α < 1 or α > 1. For any nonnegative
smooth function f ∈ L1

2(Rn) with ∥f∥L1 = 1,

−Hα[f ] ≤
1

2(n(α− 1) + 1)

∫

Rn

1

f(x)
|∇f(x)α|2 dx+Dα, (1.10)

where the best possible constant

Dα ≡ Eα[Uα]

n(α− 1) + 1
− 1

α− 1
.

Moreover, the constant Dα is attained by Uα(· − a) for any a ∈ Rn, where Uα is the Zel’dovich–
Kompaneets–Barenblatt (ZKB) function defined by

Uα(x) ≡
(
γα − α− 1

2α
|x|2

) 1
α−1

+

. (1.11)

Here, κ ≡ n(α− 1) + 2, f+(x) ≡ max{f(x), 0}, and

γα =




(
1− α

2απ

)n(1−α)
κ


Γ

(
1

1−α − n
2

)

Γ
(

1
1−α

)



2(1−α)
κ

if α < 1,

(
α− 1

2απ

)n(α−1)
κ


Γ

(
α

α−1 + n
2

)

Γ
(

α
α−1

)



2(α−1)
κ

if α > 1.

2

When α → 1, the inequality (1.10) coincides with the inequality (1.7) with t = 1/2 and
the ZKB function (1.11) converges to the Gauss function (1.3) as α → 1. We note that the
logarithmic Sobolev inequality (1.10) follows from the upper bound of the Lyapunov functional
for an equation. For a probability density function f , we set

Eα[f ] ≡
1

α− 1

∫

Rn

f(x)α dx+
1

2

∫

Rn

|x|2f(x) dx,

which is the Lyapunov functional for a nonlinear Fokker–Planck equation

∂tu = ∆uα +∇ · (xu), t > 0, x ∈ Rn.

Then, the logarithmic Sobolev inequality (1.10) is equivalent to the following inequality: For
any nonnegative smooth function f with ∥f∥L1 = 1,

Eα[f ]− Eα[Uα] ≤
1

2

∫

Rn

f(x)

∣∣∣∣
α

α− 1
∇f(x)α−1 + x

∣∣∣∣
2

dx,

where Uα is defined by (1.11).
For t > 0, we define the profile

Bα(t, x) = t−
n
κUα(t

− 1
κx).

We state the stability of the profile Bα for the logarithmic Sobolev inequality (1.10) using a
parameter:

Theorem 1.2 ([19]). Let max{1 − 2/(n + 2), 1 − 1/n} < α < 1 or α > 1. For t > 0, suppose
that a nonnegative smooth function f ∈ L1

2(Rn) satisfies

∥f∥L1 = 1 and

∫

Rn

|x|2f(x) dx ≤
∫

Rn

|x|2Bα(t, x) dx =
2nαγα

n(α− 1) + 2α
t
2
κ . (1.12)

Then it holds that
t

2(n(α− 1) + 1)

∫

Rn

1

f(x)
|∇f(x)α|2 dx+Hα[f ] +Dα(t)

≥ ϕα

(
Hα[f ]−Hα[Bα(t)]; t

)
,

(1.13)

where

ϕα(s; t) ≡



Cα(t)

κ
n(1−α)

[
(B∗(t)− s)

− 2(κ−1)
n(1−α) −B∗(t)

− 2(κ−1)
n(1−α)

]
− s if α < 1,

Cα(t)
− κ

n(α−1)

[
(B∗(t) + s)

2(κ−1)
n(α−1) −B∗(t)

2(κ−1)
n(α−1)

]
− s if α > 1

and B∗(t) ≡ ∥Bα(t)∥αLα/|α− 1|,

Cα(t) =
∥Bα(t)∥αLα

|α− 1|

(
2(κ− 1)

n|α− 1|

)n(α−1)
κ

, and Dα(t) =
1

α− 1

(
κ∥Bα(t)∥αLα

2(κ− 1)
− 1

)
.

Furthermore, if assume that α < 2 and t = 1 in addition, then it holds that

1

2(n(α− 1) + 1)
Iα[f ] +Hα[f ] +Dα ≥ ϕα

(
c−2
α ∥f − Uα∥2L1 ; 1

)
, (1.14)

where

cα =

(
2

α

∫

Rn

Uα(x)
2−α dx

) 1
2

.

The inequality (1.13) is the estimate of the deficit term of the one-parameter extension of the
logarithmic Sobolev inequality (1.10), and the inequality (1.14) implies the L1-stability of the
optimizer Uα for the logarithmic Sobolev inequality (1.10). For the Sobolev inequality, Brezis–
Lieb [4] estimated the deficit term, and Bianchi–Egnell [2] showed the stability result (see also

3
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Dolbeault–Esteban–Figalli–Frank–Loss [7]). As a corollary of Theorem 1.2, we obtain the deficit
estimate of the logarithmic Sobolev inequality (1.7):

Corollary 1.3. For t > 0, suppose that a nonnegative function f ∈ L1
2(Rn) satisfies

∥f∥L1 = 1 and

∫

Rn

|x|2f(x) dx ≤ 2nt.

Then it holds that

t

∫

Rn

1

f(x)
|∇f(x)|2 dx−

∫

Rn

f(x) log f(x) dx− n

2
log(4πe2t) ≥ ϕ

(∫

Rn

f(x) log
f(x)

Gt(x)
dx

)
,

(1.15)
where for s ≥ 0,

ϕ(s) ≡ n

2

(
e

2
n
s − 1− 2

n
s

)
. (1.16)

Remark. The functional inside of ϕ in the inequality (1.15) is called the Kullback–Leibler
divergence, which is nonnegative according to the Shannon inequality (1.2). We note that the
function ϕ defined in (1.16) is a nonnegative function such that ϕ(0) = 0. Furthermore, it holds
that ϕ(s) ≥ s2/2n for any s ∈ R. This fact and the inequality (1.15) imply that

t

∫

Rn

1

f(x)
|∇f(x)|2 dx−

∫

Rn

f(x) log f(x) dx− n

2
log(4πe2t) ≥ 1

2n

(∫

Rn

f(x) log
f(x)

Gt(x)
dx

)2

.

Between the Kullback–Leibler divergence and L1-norm, the Csiszár–Kullback–Pinsker inequality
holds as follows:

∥f − g∥2L1 ≤ 2

∫

Rn

f(x) log
f(x)

g(x)
dx (1.17)

holds for any nonnegative functions f, g ∈ L1(Rn). By this inequality (1.17), we obtain

t

∫

Rn

1

f(x)
|∇f(x)|2 dx−

∫

Rn

f(x) log f(x) dx− n

2
log(4πe2t) ≥ 1

8n
∥f −Gt∥4L1 . (1.18)

When we consider the case t = 1/2, the inequality (1.18) implies that

1

2
I[f ] +H[f ]− n

2
log(2πe2) ≥ 1

8n
∥f −G1/2∥4L1 ,

which coincides the result given by Dolbeault–Toscani [9]. Recently, Indrei–Kim [11] showed the
estimate of the deficit term by the L1-norm under the condition that the second moment of the
probability density function is bounded. Bobkov–Gozlan–Roberto–Samson [3] has studied the
estimate of the deficit term by the Wasserstein metric (see also Bez–Nakamura–Tsuji [1]).

2. Strategy of the proof of Theorem 1.2

By the scaling argument, the logarithmic Sobolev inequality (1.10) can be expressed by the
following inequality:

− 1

1− α
log

∫

Rn

f(x)αdx ≤ n

2 + n(α− 1)
log

(
Bα

∥f∥αLα

∫

Rn

1

f(x)
|∇f(x)α|2 dx

)
, (2.1)
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Dolbeault–Esteban–Figalli–Frank–Loss [7]). As a corollary of Theorem 1.2, we obtain the deficit
estimate of the logarithmic Sobolev inequality (1.7):

Corollary 1.3. For t > 0, suppose that a nonnegative function f ∈ L1
2(Rn) satisfies

∥f∥L1 = 1 and

∫

Rn

|x|2f(x) dx ≤ 2nt.

Then it holds that

t

∫

Rn

1

f(x)
|∇f(x)|2 dx−

∫

Rn

f(x) log f(x) dx− n

2
log(4πe2t) ≥ ϕ

(∫

Rn

f(x) log
f(x)

Gt(x)
dx

)
,

(1.15)
where for s ≥ 0,

ϕ(s) ≡ n

2

(
e

2
n
s − 1− 2

n
s

)
. (1.16)

Remark. The functional inside of ϕ in the inequality (1.15) is called the Kullback–Leibler
divergence, which is nonnegative according to the Shannon inequality (1.2). We note that the
function ϕ defined in (1.16) is a nonnegative function such that ϕ(0) = 0. Furthermore, it holds
that ϕ(s) ≥ s2/2n for any s ∈ R. This fact and the inequality (1.15) imply that

t

∫

Rn

1

f(x)
|∇f(x)|2 dx−

∫

Rn

f(x) log f(x) dx− n

2
log(4πe2t) ≥ 1

2n

(∫

Rn

f(x) log
f(x)

Gt(x)
dx

)2

.

Between the Kullback–Leibler divergence and L1-norm, the Csiszár–Kullback–Pinsker inequality
holds as follows:

∥f − g∥2L1 ≤ 2

∫

Rn

f(x) log
f(x)

g(x)
dx (1.17)

holds for any nonnegative functions f, g ∈ L1(Rn). By this inequality (1.17), we obtain

t

∫

Rn

1

f(x)
|∇f(x)|2 dx−

∫

Rn

f(x) log f(x) dx− n

2
log(4πe2t) ≥ 1

8n
∥f −Gt∥4L1 . (1.18)

When we consider the case t = 1/2, the inequality (1.18) implies that

1

2
I[f ] +H[f ]− n

2
log(2πe2) ≥ 1

8n
∥f −G1/2∥4L1 ,

which coincides the result given by Dolbeault–Toscani [9]. Recently, Indrei–Kim [11] showed the
estimate of the deficit term by the L1-norm under the condition that the second moment of the
probability density function is bounded. Bobkov–Gozlan–Roberto–Samson [3] has studied the
estimate of the deficit term by the Wasserstein metric (see also Bez–Nakamura–Tsuji [1]).

2. Strategy of the proof of Theorem 1.2

By the scaling argument, the logarithmic Sobolev inequality (1.10) can be expressed by the
following inequality:

− 1

1− α
log

∫

Rn

f(x)αdx ≤ n

2 + n(α− 1)
log

(
Bα

∥f∥αLα

∫

Rn

1

f(x)
|∇f(x)α|2 dx

)
, (2.1)

4

where the best possible constant

Bα =




1− α

2nαπ

[
2α− n(1− α)

2α

] κ
n(1−α)


 Γ

(
1

1−α

)

Γ
(

1
1−α − n

2

)



2
n

for 1− 2

n+ 2
< α < 1,

α− 1

2nαπ

[
2α

2α+ n(α− 1)

] κ
n(α−1)


Γ

(
α

α−1 + n
2

)

Γ
(

α
α−1

)



2
n

for α > 1

(2.2)

We note that the left-hand side in the inequality (2.1) is called the Rényi entropy, which is
also a one-parameter extension of the Boltzmann–Shannon entropy (1.1). Furthermore, the
inequality (2.1) is equivalent to some of the Gagliardo–Nirenberg inequalities. In the case
max{1 − 2/(n + 2), 1 − 1/n} < α < 1, let ψ ∈ Lp+1(Rn) ∩ H1(Rn) for p = 1/(2α − 1). If

we put f ≡ ψ2p/∥ψ∥2p2p to the inequality (1.10), then we obtain the Gagliardo–Nirenberg in-
equality

∥ψ∥L2p ≤ B̃
θ
2
α ∥ψ∥1−θ

Lp+1∥∇ψ∥θL2 with θ =
n(p− 1)

p(n+ 2− p(n− 2))
=

n(2α− 1)(1− α)

n(α− 1) + 2α
, (2.3)

where we set

B̃α =

(
2α

2α− 1

)2

Bα

and Bα is defined by (2.2). When α > 1, we take ψ ∈ L2p(Rn) ∩ H1(Rn) for p = 1/(2α − 1).

Putting f ≡ ψ2p/∥ψ∥2p2p to the inequality (1.10), we obtain the Gagliardo–Nirenberg inequality

∥ψ∥Lp+1 ≤ B̃
θ
2
α ∥ψ∥1−θ

L2p ∥∇ψ∥θL2 with θ =
n(1− p)

(p+ 1)(n− p(n− 2))
=

n(2α− 1)(α− 1)

2α(n(α− 1) + 1)
. (2.4)

The best constants of these Gagliardo–Nirenberg inequalities were derived by Del Pino–Dolbeault [6]
(see also Dolbeault–Toscani [8]).

We apply the following self-improvements to the Gagliardo–Nirenberg inequalities (2.3) and (2.4):

• Let 0 < σ < 1. If A,B,C ≥ 0 satisfies AσB1−σ ≥ C,

A+B − δC ≥ ϕ(B∗ −B),

where δ ≡ σ−σ(1− σ)−(1−σ),

ϕ(s) ≡ C
1
σ [(B∗ − s)1−

1
σ −B

1− 1
σ

∗ ]− s, and B∗ ≡ C

(
1− σ

σ

)σ

.

• Let 0 < τ < 1. If A,B,C ≥ 0 satisfies A−τB1+τ ≤ C,

A−B + δC ≥ ψ(B −B∗),

where δ ≡ τ τ (1 + τ)−(1+τ),

ψ(s) ≡ C− 1
τ [(B∗ + s)1+

1
τ −B

1+ 1
τ

∗ ]− s, and B∗ = C

(
τ

1 + τ

)τ

.

By choosing suitable coupling (A,B, σ) or (A,B, τ), we obtain the inequality (1.13).
In order to prove the stability result of Theorem 1.2, we consider the Csiszár–Kullback–Pinsker

inequality for the Tsallis entropy. We define the Bregman divergence by

Eα

[
f |g

]
≡ 1

α− 1

∫

Rn

f(x)α dx− 1

α− 1

∫

Rn

g(x)α dx− α

α− 1

∫

Rn

g(x)α−1(f(x)− g(x)) dx. (2.5)

for α > 0 with α ̸= 1. Then the following inequality holds:
5
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Proposition 2.1 ([5]). Let 0 < α < 2 with α ̸= 1. Suppose that a nonnegative function f be
in L1(Rn) with ∥f∥L1 = 1. Assume that a nonnegative function g ∈ L1(Rn) satisfies ∥g∥L1 = 1
and

Cg ≡
(
2

α

∫

Rn

g(x)2−α dx

) 1
2

< +∞.

Then it holds that

∥f − g∥L1 ≤ Cg

√
Eα

[
f |g

]
. (2.6)

If we set g = Uα, then the Bregman divergence (2.5) is written by

Eα

[
f |Uα

]
=

1

α− 1

∫

Rn

f(x)α dx− 1

α− 1

∫

Rn

Uα(x)
α dx− α

α− 1

∫

Rn

Uα(x)
α−1(f(x)−Uα(x)) dx.

Since we assume the condition (1.12), we see that

Eα

[
f |Uα

]
≤ 1

α− 1

∫

Rn

f(x)α dx− 1

α− 1

∫

Rn

Uα(x)
α dx = Hα[f ]−Hα[Uα]. (2.7)

Combining the Csiszár–Kullback–Pinsker inequality (2.6) with g = Uα and (2.7), we obtain

Hα[f ]−Hα[Uα] ≥ c−2
α ∥f − Uα∥2L1 , (2.8)

where

cα =

(
2

α

∫

Rn

Uα(x)
2−α dx

) 1
2

.

Thus, the inequality (1.14) follows from the inequalities (1.13) and (2.8).

3. Application to the uncertainty relation inequality

Combining the Shannon inequality (1.2) and the logarithmic Sobolev inequality (1.6), we
obtain the following Cramér–Rao inequality: For any smooth probability density function f ∈
L1
2(Rn), (∫

Rn

|x|2f(x) dx
) 1

2
(∫

Rn

1

f(x)
|∇f(x)|2 dx

) 1
2

≥ n. (3.1)

The constant n is the best possible, and the equality is attained by the Gauss function (1.3).
For ψ ∈ H1(Rn), if we put f ≡ ψ2 to the Cramér–Rao inequality (3.1), then we obtain the
Heisenberg uncertainty relation inequality:

(∫

Rn

|x|2|ψ(x)|2 dx
) 1

2
(∫

Rn

|∇ψ(x)|2 dx
) 1

2

≥ n

2
∥ψ∥2L2 .

In the paper [18], we showed the Shannon inequality for the Rényi entropy as follows:

1

1− α
log

∫

Rn

f(x)α dx ≤ n

2
log

(
Cα

∫

Rn

|x|2f(x) dx
)
, (3.2)

where the optimal constant C2 is given by

Cα =
1

n
∥Uα∥

κα
n(1−α)

Lα .

By combining the inequalities (2.1) and (3.2), we obtain a one-parameter extension of the
Cramér–Rao inequality:

(∫

Rn

|x|2f(x) dx
) 1

2
(∫

Rn

1

f(x)
|∇f(x)α|2 dx

) 1
2

≥ n

∫

Rn

f(x)α dx. (3.3)

We note that Bα = 1/(n2Cα). Ozawa–Yuasa [16] considered the estimate of the deficit term
of Cramér–Rao inequality (3.1). Recently, Fathi [10] and McCurdy–Venkatraman [13] showed
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2

α

∫

Rn

g(x)2−α dx

) 1
2

< +∞.
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√
Eα

[
f |g

]
. (2.6)
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6

the stability of the Cramér–Rao inequality (3.1). As an application of the inequality (1.13), we
obtain the stability of the inequality (3.3):

Theorem 3.1 ([19]). Let α ≥ max{1−2/(n+2), 1−1/n}. For t > 0, suppose that a nonnegative
smooth function f ∈ L1

2(Rn) satisfies the condition (1.12). Then it holds that

(∫

Rn

|x|2f(x) dx
) 1

2
(∫

Rn

1

f(x)
|∇f(x)α|2 dx

) 1
2

≥ n∥f∥αLα

(
1 +

2(n(α− 1) + 1)

n∥f∥αLα

ϕα

(
Hα[f ]−Hα[Bα]; t

))min{ 1
2
, 1
κ
}
,

where ϕα is defined in Theorem 1.2.

Appendix A. Shannon–Khinchin axiom

Shannon [17] defined the entropy for the discrete probability distribution as follows:

S
(N)
1 (p1, . . . , pN ) ≡ −

N∑
j=1

pj log pj for pj ≥ 0 with

N∑
j=1

pj = 1. (A.1)

For N ∈ N, let ∆N be the set of the all discrete probability distributions:

∆N ≡


(p1, p2, . . . , pN ); pi ≥ 0,

N∑
j=1

pj = 1


 .

The Shannon entropy S1 is uniquely determined by the following Shannon–Khinchin axiom:

(1) Continuity: For any N ∈ N, the function S
(N)
1 (p1, p2, . . . , pN ) is continuous with respect to

(p1, p2, . . . , pN ) ∈ ∆N .
(2) Maximality: For any N ∈ N and (p1, p2, . . . , pN ) ∈ ∆N ,

S
(N)
1 (p1, p2, . . . , pN ) ≤ S

(N)
1

(
1

N
,
1

N
, · · · , 1

N

)
.

(3) Shannon additivity: For any N ∈ N and (p1, p2, . . . , pN ) ∈ ∆N , and 0 < θ < 1,

S
(N+1)
1 (θp1, (1− θ)p1, p2, . . . , pN ) = S

(N)
1 (p1, p2, . . . , pN ) + p1S

(2)
1 (θ, 1− θ).

(4) Expandability: For any N ∈ N and (p1, p2, . . . , pN ) ∈ ∆N ,

S
(N+1)
1 (p1, p2, . . . , pN , 0) = S

(N)
1 (p1, p2, . . . , pN ).

The Tsallis entropy for discrete probability distributions is defined by

S(N)
α (p1, . . . , pN ) ≡ 1

1− α




N∑
j=1

pαj − 1


 (A.2)

for (p1, . . . , pN ) ∈ ∆N . Then the Tsallis entropy S
(N)
α is also uniquely determined by the

Shannon–Khinchin axiom replacing (3) with the following:

(3’) Generalized Shannon additivity: For any N ∈ N and (p1, p2, . . . , pN ) ∈ ∆N , and 0 < θ < 1,

S(N+1)
α (θp1, (1− θ)p1, p2, . . . , pN ) = S(N)

α (p1, p2, . . . , pN ) + pα1S
(2)
α (θ, 1− θ).

In this sense, the Tsallis entropy (A.2) are generalizations of the Boltzmann–Shannon en-
tropy (A.1), respectively.
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Abstract

The uniqueness of positive solutions to some semilinear elliptic systems with varia-
tional structure arising from mathematical physics is proved. The key ingredient of
the proof is the oscillatory behavior of solutions to linearized equations for cooper-
ative semilinear elliptic systems of two equations on one-dimensional domains, and
it is shown that the stability of the positive solutions for such semilinear system is
closely related to the oscillatory behavior.
Keywords: Semilinear elliptic systems, uniqueness, cooperative, variational

1 Introduction

Systems of nonlinear elliptic type partial differential equations arise from many models in mathematical physics, such
as the nonlinear static Chern-Simons-Higgs equations of classical field theory [5, 7, 8, 9, 25], and standing wave
solutions of coupled nonlinear Schödinger equations from Bose-Einstein condensation [1, 6, 19, 24]. In the case of
two interacting particles or waves, the static equation is in form

(1.1) ∆u1 + f(u1, u2) = 0, ∆u2 + g(u1, u2) = 0, x ∈ Ω,

where Ω is Rn or a bounded domain in Rn. While the existence of positive solutions to (1.1) have been obtained
through various variational or other methods, the uniqueness or exact multiplicity of solutions have been mostly
open. Here we provide a rather general approach of proving the uniqueness of positive solution to the system in one
dimensional space [3].

Here we provide a rather general approach of proving the uniqueness of positive solution to the system in one
dimensional space. To achieve that, we prove some general properties of associated linearized system which resembles
the classic Sturm comparison principle, and with these properties, for some important systems with a variational
structure, we prove the uniqueness of the solution of

(1.2)




u′′
1 + f(u1, u2) = 0, x ∈ R,

u′′
2 + g(u1, u2) = 0, x ∈ R,

u1(x) > 0, u2(x) > 0, x ∈ R,
u1(x) → 0, u2(x) → 0, |x| → ∞,

*Partially supported by NSF grants DMS-1022648 and DMS-1313243.
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or the solution of the related Dirichlet boundary value problem:

(1.3)




u′′
1 + f(u1, u2) = 0, −R < x < R,

u′′
2 + g(u1, u2) = 0, −R < x < R,

u1(x) > 0, u2(x) > 0, −R < x < R,

u1(±R) = 0, u2(±R) = 0.

2 One-dimensional Cooperative Systems

We assume that the nonlinear functions f, g in (1.2) and (1.3) satisfy

(f1) f, g ∈ C1(R2
+);

(f2) (Cooperativeness) Define the Jacobian of the vector field (f, g) to be

(2.1) J(u1, u2) =




∂f

∂u1
(u1, u2)

∂f

∂u2
(u1, u2)

∂g

∂u1
(u1, u2)

∂g

∂u2
(u1, u2)


 ≡


f1(u1, u2) f2(u1, u2)
g1(u1, u2) g2(u1, u2)


.

Then (f, g) is said to be cooperative if f2(u1, u2) ≥ 0 and g1(u1, u2) ≥ 0 for (u1, u2) ∈ R2
+, and f2(u1, u2) >

0 and g1(u1, u2) > 0 for (u1, u2) ∈ int(R2
+).

Under the conditions (f1) and (f2), it is well-known that a positive solution (u1(x), u2(x)) of (1.3) must be an even
function in the sense that ui(−x) = ui(x) and u′

i(x) < 0 for x ∈ (0, R) (see [27]), and the symmetry properties
for positive solutions to (1.2) have also been established in [4, 14] under some additional assumptions on f and g at
(u1, u2) = (0, 0). These work are natural extensions of the classical results in [15, 16] for the scalar equation since
the maximum principle also holds for elliptic systems with cooperative nonlinearities [26].

Our first result is a Sturm comparison type result for positive solutions to system (1.2) or (1.3). We note that
the Sturm comparison lemma can be regarded as another aspect of maximum principle in one-dimensional space.
A simplified version of the classical Sturm comparison lemma is: suppose that w1(x) and w2(x) are two linear
independent solutions of w′′ + q(x)w = 0 where q is continuous on [a, b], and w1(a) = w1(b) = 0, then w2 has a
zero in (a, b). A straightforward application of this lemma is for a solution of

(2.2) u′′ + g(u) = 0, x ∈ (0, R), u′(0) = 0, u(0) = α,

such that u(x) > 0, u′(x) < 0 in (0, R), then any solution ϕ of the linearized equation

(2.3) ϕ′′ + g′(u(x))ϕ = 0, x ∈ (0, R)

changes sign at most once in (0, R) since u′(x) is also a solution of (2.3), u′(0) = 0 and u′(x) < 0 in (0, R). Our
result for solutions of linearized equation around a positive solution to (1.2) or (1.3) resembles the one above for the
scalar equation. More precisely, we have

Lemma 2.1. Let (u1, u2) be a solution of the initial value problem:

(2.4)




u′′
1 + f(u1, u2) = 0, x > 0,

u′′
2 + g(u1, u2) = 0, x > 0,

u′
1(0) = u′

2(0) = 0,

u1(0) = α, u2(0) = β,
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scalar equation. More precisely, we have

Lemma 2.1. Let (u1, u2) be a solution of the initial value problem:

(2.4)




u′′
1 + f(u1, u2) = 0, x > 0,

u′′
2 + g(u1, u2) = 0, x > 0,

u′
1(0) = u′

2(0) = 0,

u1(0) = α, u2(0) = β,

2

where α > 0 and β > 0, such that u1(x) > 0, u2(x) > 0 for x ∈ (0, R), and u′
1(x) < 0 and u′

2(x) < 0 for x ∈ (0, R]
(when R is ∞, then u′

i(x) < 0 for x ∈ (0, R)), and let (ϕ1, ψ1) (resp.(ϕ2, ψ2)) be a solution of

(2.5)




ϕ′′ + f1ϕ+ f2ψ = 0, 0 < x < R,

ψ′′ + g1ϕ+ g2ψ = 0, 0 < x < R,

ϕ′(0) = ψ′(0) = 0,

(ϕ(0), ψ(0)) = (1, 0), ( resp. (0, 1)).

Assume that (f, g) is cooperative as defined in (f2). Then

1. ϕ1(x) changes sign at most once, and ψ1(x) < 0 for x ∈ (0, R);

2. ψ2(x) changes sign at most once, and ϕ2(x) < 0 for x ∈ (0, R).

It is well-known that oscillatory properties of solutions to the linearized equation is critical for the stability and
uniqueness of positive solution of semilinear elliptic equations [2, 18, 22, 23], hence the non-oscillatory property for
solutions of (2.5) is very useful for the stability and uniqueness of positive solutions to (1.2) or (1.3). We remark that
such property usually does not hold for higher dimensional radial Laplacian Lu = r1−n(rn−1u′)′ even for the scalar
case, hence the spatial dimension n = 1 is a critical assumption here.

Our second result is related to the stability of a positive solution to (1.2) or (1.3). It is known that for (2.2),
the number of sign-changes of the solution of linearized equation is related to stability of a positive solution. If the
solution of linearized equation does not change sign, then the positive solution is linearly stable; while the solution of
linearized equation changes sign once, then the positive solution is linearly unstable. Here we also establish such a
connection between the number of sign-changes of the solution to the linearized equation (2.5) and the stability of a
positive solution of the system (1.2). More precisely we show that,

Proposition 2.2. Let (u1, u2) be a solution of (1.3) such that u′
1(R) < 0 and u′

2(R) < 0 and let (Ac, Bc) =
(ϕ1, ψ1) + c(ϕ2, ψ2) where (ϕ1, ψ1) and (ϕ2, ψ2) are defined in (2.5). Assume that (f, g) is cooperative as defined in
(f2).

1. (u1, u2) is stable if and only if for some c > 0, Ac(x) > 0, Bc(x) > 0 in (0, R];

2. (u1, u2) is neutrally stable if and only if for some c > 0, Ac(x) > 0 and Bc(x) > 0 in (0, R) and Ac(R) =
Bc(R) = 0;

3. (u1, u2) is unstable if and only if for all c ≥ 0, at least one of Ac(x) or Bc(x) is not positive in (0, R).

The non-oscillatory results above are proved under rather general conditions (f1) and (f2) on (f, g), and these
results pave the way for the stability, non-degeneracy and uniqueness of the positive solution to (1.2) or (1.3) from
a wide range of applications. Two additional structures on (f, g) would be needed for these further results: (i) the
growth rate of functions f and g; and (ii) a variational structure for the vector field (f, g).

The growth rate of the functions f and g plays an important role in the qualitative behavior of the solutions to
(1.2) and (1.3). Here we define several conditions on the growth rate of f and g:

(f3) (Superlinear) The vector field (f, g) is said to be superlinear if for all (u1, u2) ∈ R2
+,

(2.6) f1u1 + f2u2 − f ≥ 0, g1u1 + g2u2 − g ≥ 0;

(f3’) (Strongly superlinear) The vector field (f, g) is said to be strongly superlinear, if for all (u1, u2) ∈ R2
+,

(2.7) f1u1 − f ≥ 0, g2u2 − g ≥ 0;
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(f4) (Sublinear) The vector field (f, g) is said to be sublinear if for all (u1, u2) ∈ R2
+,

(2.8) f1u1 + f2u2 − f ≤ 0, g1u1 + g2u2 − g ≤ 0;

(f4’) (Weakly sublinear) The vector field (f, g) is said to be weakly sublinear, if for all (u1, u2) ∈ R2
+,

(2.9) f1u1 − f ≤ 0, g2u2 − g ≤ 0.

We remark that all definitions above are actually for a single function f : R2
+ → R, but we assume that f and g

have the same type of growth rate in this article. Note that under the cooperativeness assumption (f2), condition
(f3’) implies (f3), while condition (f4) implies (f4’), which is the reason for the “strongly” and “weakly” in the
definition. On the other hand, we notice that a function f can be both weakly sublinear and superlinear. The notion of
superlinear and sublinear growth rate for a uni-variable function g : R+ → R was considered in [23], and definition
here can be considered as a generalization of the definition in [23] to multi-variable functions. It is known that
sublinear/superlinear properties are related to the stability of positive solutions of (1.3). It can be shown that when
(f, g) is sublinear, then any positive solution of (1.3) is stable, while when (f, g) is superlinear, then any positive
solution of (1.3) is unstable (see [10]).

The final assumption for non-degeneracy and uniqueness of positive solution is the variational structure on the
vector field (f, g). Here two possible variational structure can be defined as in [11, 12]. The system (1.2) or (1.3) is a
Hamiltonian system if there exists a differentiable function H(u1, u2) such that

(2.10) f(u1, u2) =
∂H(u1, u2)

∂u2
, and g(u1, u2) =

∂H(u1, u2)

∂u1
;

Clearly a Hamiltonian system satisfies f1 = g2. For a Hamiltonian system, if (u1(x), u2(x)) is a solution of (2.4), we
define

(2.11) H0(x) = u′
1(x)u

′
2(x) +H(u1(x), u2(x)),

then H ′
0(x) = 0 hence H0(x) ≡ H0(0) for x > 0. On the other hand, the system (1.2) or (1.3) is a gradient system if

there exists a differentiable function F (u1, u2) such that

(2.12) f(u1, u2) =
∂F (u1, u2)

∂u1
, and g(u1, u2) =

∂F (u1, u2)

∂u2
.

Clearly a gradient system satisfies f2 = g1 hence the Jacobian matrix is symmetric and the corresponding linearized
equation is self-adjoint. For a gradient system, if (u1(x), u2(x)) is a solution of (2.4), we define

(2.13) F0(x) =
1

2
[u′

1(x)]
2 +

1

2
[u′

2(x)]
2 + F (u1(x), u2(x)),

then F ′
0(x) = 0 hence F0(x) ≡ F0(0) for x > 0. Both the energy functions H0 and F0 are generalizations of the

energy function G0(x) =
1

2
[u′(x)]2 +G(u(x)) for (2.2) where G(u) =

∫ u

0
g(s)ds. For the scalar equation

(2.14) u′′ + g(u) = 0, x ∈ R, u′(0) = 0, lim
|x|→∞

u(x) = 0,

the energy function G0 alone can guarantee the uniqueness of positive solution to (2.14), which in general is not the
case for the system (1.3). But with the Hamiltonian of Gradient structure, the uniqueness of positive solution to (1.3)
can be proved by combining with oscillatory property.

Our third key result is that assume (u1, u2) is a positive solution of (1.3), (f, g) satisfies (f1) and (f2), (f, g) is
superlinear (thus (u1, u2) is unstable), and in addition, if (f, g) is weakly sublinear, and it is a Hamiltonian or gradient
system, then (u1, u2) must be non-degenerate, which often suggests uniqueness. More precisely, we have
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(f4) (Sublinear) The vector field (f, g) is said to be sublinear if for all (u1, u2) ∈ R2
+,

(2.8) f1u1 + f2u2 − f ≤ 0, g1u1 + g2u2 − g ≤ 0;

(f4’) (Weakly sublinear) The vector field (f, g) is said to be weakly sublinear, if for all (u1, u2) ∈ R2
+,

(2.9) f1u1 − f ≤ 0, g2u2 − g ≤ 0.

We remark that all definitions above are actually for a single function f : R2
+ → R, but we assume that f and g

have the same type of growth rate in this article. Note that under the cooperativeness assumption (f2), condition
(f3’) implies (f3), while condition (f4) implies (f4’), which is the reason for the “strongly” and “weakly” in the
definition. On the other hand, we notice that a function f can be both weakly sublinear and superlinear. The notion of
superlinear and sublinear growth rate for a uni-variable function g : R+ → R was considered in [23], and definition
here can be considered as a generalization of the definition in [23] to multi-variable functions. It is known that
sublinear/superlinear properties are related to the stability of positive solutions of (1.3). It can be shown that when
(f, g) is sublinear, then any positive solution of (1.3) is stable, while when (f, g) is superlinear, then any positive
solution of (1.3) is unstable (see [10]).

The final assumption for non-degeneracy and uniqueness of positive solution is the variational structure on the
vector field (f, g). Here two possible variational structure can be defined as in [11, 12]. The system (1.2) or (1.3) is a
Hamiltonian system if there exists a differentiable function H(u1, u2) such that

(2.10) f(u1, u2) =
∂H(u1, u2)

∂u2
, and g(u1, u2) =

∂H(u1, u2)

∂u1
;

Clearly a Hamiltonian system satisfies f1 = g2. For a Hamiltonian system, if (u1(x), u2(x)) is a solution of (2.4), we
define

(2.11) H0(x) = u′
1(x)u

′
2(x) +H(u1(x), u2(x)),

then H ′
0(x) = 0 hence H0(x) ≡ H0(0) for x > 0. On the other hand, the system (1.2) or (1.3) is a gradient system if

there exists a differentiable function F (u1, u2) such that

(2.12) f(u1, u2) =
∂F (u1, u2)

∂u1
, and g(u1, u2) =

∂F (u1, u2)

∂u2
.

Clearly a gradient system satisfies f2 = g1 hence the Jacobian matrix is symmetric and the corresponding linearized
equation is self-adjoint. For a gradient system, if (u1(x), u2(x)) is a solution of (2.4), we define

(2.13) F0(x) =
1

2
[u′

1(x)]
2 +

1

2
[u′

2(x)]
2 + F (u1(x), u2(x)),

then F ′
0(x) = 0 hence F0(x) ≡ F0(0) for x > 0. Both the energy functions H0 and F0 are generalizations of the

energy function G0(x) =
1

2
[u′(x)]2 +G(u(x)) for (2.2) where G(u) =

∫ u

0
g(s)ds. For the scalar equation

(2.14) u′′ + g(u) = 0, x ∈ R, u′(0) = 0, lim
|x|→∞

u(x) = 0,

the energy function G0 alone can guarantee the uniqueness of positive solution to (2.14), which in general is not the
case for the system (1.3). But with the Hamiltonian of Gradient structure, the uniqueness of positive solution to (1.3)
can be proved by combining with oscillatory property.

Our third key result is that assume (u1, u2) is a positive solution of (1.3), (f, g) satisfies (f1) and (f2), (f, g) is
superlinear (thus (u1, u2) is unstable), and in addition, if (f, g) is weakly sublinear, and it is a Hamiltonian or gradient
system, then (u1, u2) must be non-degenerate, which often suggests uniqueness. More precisely, we have

4

Lemma 2.3. Let (u1, u2) be a solution of (1.3) such that u′
1(R) < 0 and u′

2(R) < 0. Define

(2.15) c1 = c1(R) =



−ϕ1(R)

ϕ2(R)
, if ϕ1(R) > 0,

0, if ϕ1(R) ≤ 0;
c2 = c2(R) =



−ψ1(R)

ψ2(R)
, if ψ2(R) > 0,

∞, if ψ2(R) ≤ 0.

Assume that (2.4) is a Hamiltonian system or is a gradient system, and (f, g) is cooperative as defined in (f2). Then

1. If (f, g) is sublinear, then c1 > c2, and for any c2 < c < c1, each of Ac(x) and Bc(x) is positive in (0, R];

2. If (f, g) is superlinear and weakly sublinear, then c1 < c2, and for any c1 < c < c2, each of Ac(x) and
Bc(x) changes sign exactly once in (0, R) and Ac(R) < 0, Bc(R) < 0. Moreover for any c ≥ c2 or c ≤ c1,
Ac(R)Bc(R) ≤ 0.

3 Uniqueness

Combining the cooperative and variational structure, the weakly sublinear and superlinear properties, we can prove
that the positive solution to (1.3) for certain (f, g) is unique for any given R > 0, and it also implies the uniqueness
of positive solution to (1.2) when it exists. Here we consider the following example of a Hamiltonian Schrödinger
system:

(3.1)




u′′
1 − u1 + h2(u2) = 0, x ∈ (0, R),

u′′
2 − u2 + h1(u1) = 0, x ∈ (0, R),

u1(x) > 0, u2(x) > 0, x ∈ (0, R),

u′
1(0) = u′

2(0) = 0, u1(R) = u2(R) = 0,

and the ground state solutions satisfy

(3.2)




u′′
1 − u1 + h2(u2) = 0, x ∈ (0,∞),

u′′
2 − u2 + h1(u1) = 0, x ∈ (0,∞),

u1(x) > 0, u2(x) > 0, u′
1(x) < 0, u′

2(x) < 0, x ∈ (0,∞),

u′
1(0) = u′

2(0) = 0.

Here we assume that for i = 1, 2,

(3.3) hi(0) = 0, h′
i(ui) > 0, and h′

i(ui)ui − hi(ui) > 0 for ui > 0;

and

(3.4) h′
i(0) = 0, lim

ui→∞
h′
i(ui) = ∞.

Notice that (3.3) implies that (f, g) is superlinear but not strongly superlinear. Also (f, g) is weakly sublinear.

According to the signs of f and g, we define the following regions in R2
+:

I = {(u1, u2) ∈ R2
+ : f(u1, u2) > 0, g(u1, u2) > 0},

II = {(u1, u2) ∈ R2
+ : f(u1, u2) < 0, g(u1, u2) < 0},

III = {(u1, u2) ∈ R2
+ : f(u1, u2) < 0, g(u1, u2) > 0},

IV = {(u1, u2) ∈ R2
+ : f(u1, u2) > 0, g(u1, u2) < 0}.

(3.5)
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Since we assume that hi satisfies (3.3) and (3.4), then the curves f(u1, u2) = 0 and g(u1, u2) = 0 are monotone ones,
and they have a unique intersection point (u∗

1, u
∗
2). For (α, β) ∈ II ∪ III ∪ IV , u′

1 > 0 or u′
2 > 0 in (0, δ), hence

it cannot be a solution of (3.1). For (α, β) ∈ I , u′
1 < 0 and u′

2 < 0 in (0, δ). We recall R = R(α, β) to be the right
endpoint of the maximal interval (0, R(α, β)) so that ui(x) > 0 and u′

i(x) < 0 in (0, R(α, β)), i = 1, 2. We partition
I into the following classes:

B = {(α, β) ∈ I : R < ∞, u1(R) = 0, u′
1(R) < 0, u2(R) > 0, u′

2(R) < 0},
G = {(α, β) ∈ I : R < ∞, u1(R) > 0, u′

1(R) = 0, u2(R) > 0, u′
2(R) < 0},

R = {(α, β) ∈ I : R < ∞, u1(R) > 0, u′
1(R) < 0, u2(R) = 0, u′

2(R) < 0},
Y = {(α, β) ∈ I : R < ∞, u1(R) > 0, u′

1(R) < 0, u2(R) > 0, u′
2(R) = 0},

S = {(α, β) ∈ I : R < ∞, u1(R) = 0, u′
1(R) < 0, u2(R) = 0, u′

2(R) < 0},
Q = {(α, β) ∈ I : R = ∞, lim

x→∞
u1(x) = lim

x→∞
u2(x) = 0},

P = I\ (B ∪ G ∪R ∪ Y ∪ S ∪ Q) .

(3.6)

It is clear that if (α, β) ∈ S, then the corresponding solution (u1, u2) is a solution of (3.1), while each element in Q
defines a ground state solution in the whole space.

We also define

R̂ = R̂(α, β) = sup{r > 0 : u1(x) > 0, u2(x) > 0, x ∈ (0, r)} ≥ R(α, β).

For R̂, we define

U = {(α, β) ∈ R2
+ : R̂ < ∞, u1 > 0, u2 > 0, x ∈ (0, R̂), u1(R̂) > 0, u2(R̂) = 0},

V = {(α, β) ∈ R2
+ : R̂ < ∞, u1 > 0, u2 > 0, x ∈ (0, R̂), u1(R̂) = 0, u2(R̂) > 0}.

(3.7)

Then we can prove the uniqueness of the solution to (3.1) and (3.2) by the following steps:

1. U and V are open subsets of R2
+ such that U ⊃ III and a portion of I and II adjacent to III , and V ⊃ IV and

a portion of I and II adjacent to IV .

2. Suppose that (α0, β0) ∈ S, then (α, β0) ∈ U for 0 < α < α0, and (α0, β) ∈ U for β > β0; (α, β0) ∈ V for
α > α0, and (α0, β) ∈ V for any 0 < β < β0.

3. For α > 0, define

(3.8) Φ1(α) = inf{β > 0 : (α, β) ∈ V}, Φ2(α) = sup{β > 0 : (α, β) ∈ U}.

Then Φi (i = 1, 2) are well-defined. Moreover there exists α∗ > 0 such that for α ≥ α∗, Φ1(α) = Φ2(α) ≡
Φ(α), where Φ : (α∗,∞) → R+ is a continuously differentiable, strictly increasing function. Moreover
S = {(α,Φ(α)) : α > α∗} are the initial value with crossing solutions, and Q = {(α∗,Φ(α∗))} is the
initial value for ground state solution.

4. Now all crossing solutions are on the curve defined by R(α) = R(α,Φ(α)). We prove that R(α) is strictly
decreasing. We differentiate ui(R(α);α,Φ(α)) = 0 with respect to α for i = 1, 2, then

u′
1(R(α))R′(α) + ϕ1(R(α)) + Φ′(α)ϕ2(R(α)) = 0,

u′
2(R(α))R′(α) + ψ1(R(α)) + Φ′(α)ψ2(R(α)) = 0,

(3.9)

where (ϕ1, ψ1) and (ϕ2, ψ2) are fundamental solutions of linearized equations defined in (2.5). Let c = Φ′(α) >
0, then (3.9) is equivalent to

(3.10) u′
1(R(α))R′(α) = −Ac(R(α)), u′

2(R(α))R′(α) = −Bc(R(α)),
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Since we assume that hi satisfies (3.3) and (3.4), then the curves f(u1, u2) = 0 and g(u1, u2) = 0 are monotone ones,
and they have a unique intersection point (u∗

1, u
∗
2). For (α, β) ∈ II ∪ III ∪ IV , u′

1 > 0 or u′
2 > 0 in (0, δ), hence

it cannot be a solution of (3.1). For (α, β) ∈ I , u′
1 < 0 and u′

2 < 0 in (0, δ). We recall R = R(α, β) to be the right
endpoint of the maximal interval (0, R(α, β)) so that ui(x) > 0 and u′

i(x) < 0 in (0, R(α, β)), i = 1, 2. We partition
I into the following classes:

B = {(α, β) ∈ I : R < ∞, u1(R) = 0, u′
1(R) < 0, u2(R) > 0, u′

2(R) < 0},
G = {(α, β) ∈ I : R < ∞, u1(R) > 0, u′

1(R) = 0, u2(R) > 0, u′
2(R) < 0},

R = {(α, β) ∈ I : R < ∞, u1(R) > 0, u′
1(R) < 0, u2(R) = 0, u′

2(R) < 0},
Y = {(α, β) ∈ I : R < ∞, u1(R) > 0, u′

1(R) < 0, u2(R) > 0, u′
2(R) = 0},

S = {(α, β) ∈ I : R < ∞, u1(R) = 0, u′
1(R) < 0, u2(R) = 0, u′

2(R) < 0},
Q = {(α, β) ∈ I : R = ∞, lim

x→∞
u1(x) = lim

x→∞
u2(x) = 0},

P = I\ (B ∪ G ∪R ∪ Y ∪ S ∪ Q) .

(3.6)

It is clear that if (α, β) ∈ S, then the corresponding solution (u1, u2) is a solution of (3.1), while each element in Q
defines a ground state solution in the whole space.

We also define

R̂ = R̂(α, β) = sup{r > 0 : u1(x) > 0, u2(x) > 0, x ∈ (0, r)} ≥ R(α, β).

For R̂, we define

U = {(α, β) ∈ R2
+ : R̂ < ∞, u1 > 0, u2 > 0, x ∈ (0, R̂), u1(R̂) > 0, u2(R̂) = 0},

V = {(α, β) ∈ R2
+ : R̂ < ∞, u1 > 0, u2 > 0, x ∈ (0, R̂), u1(R̂) = 0, u2(R̂) > 0}.

(3.7)

Then we can prove the uniqueness of the solution to (3.1) and (3.2) by the following steps:

1. U and V are open subsets of R2
+ such that U ⊃ III and a portion of I and II adjacent to III , and V ⊃ IV and

a portion of I and II adjacent to IV .

2. Suppose that (α0, β0) ∈ S, then (α, β0) ∈ U for 0 < α < α0, and (α0, β) ∈ U for β > β0; (α, β0) ∈ V for
α > α0, and (α0, β) ∈ V for any 0 < β < β0.

3. For α > 0, define

(3.8) Φ1(α) = inf{β > 0 : (α, β) ∈ V}, Φ2(α) = sup{β > 0 : (α, β) ∈ U}.

Then Φi (i = 1, 2) are well-defined. Moreover there exists α∗ > 0 such that for α ≥ α∗, Φ1(α) = Φ2(α) ≡
Φ(α), where Φ : (α∗,∞) → R+ is a continuously differentiable, strictly increasing function. Moreover
S = {(α,Φ(α)) : α > α∗} are the initial value with crossing solutions, and Q = {(α∗,Φ(α∗))} is the
initial value for ground state solution.

4. Now all crossing solutions are on the curve defined by R(α) = R(α,Φ(α)). We prove that R(α) is strictly
decreasing. We differentiate ui(R(α);α,Φ(α)) = 0 with respect to α for i = 1, 2, then

u′
1(R(α))R′(α) + ϕ1(R(α)) + Φ′(α)ϕ2(R(α)) = 0,

u′
2(R(α))R′(α) + ψ1(R(α)) + Φ′(α)ψ2(R(α)) = 0,

(3.9)

where (ϕ1, ψ1) and (ϕ2, ψ2) are fundamental solutions of linearized equations defined in (2.5). Let c = Φ′(α) >
0, then (3.9) is equivalent to

(3.10) u′
1(R(α))R′(α) = −Ac(R(α)), u′

2(R(α))R′(α) = −Bc(R(α)),

6

where (Ac, Bc) = (ϕ1, ψ1) + c(ϕ2, ψ2). Since u′
1(R(α)) < 0 and u′

2(R(α)) < 0, then (3.10) implies that
Ac(R(α))Bc(R(α)) > 0. Then from Lemma 2.3, c1 < c < c2, Ac(R(α)) < 0 and Bc(R(α)) < 0, which
implies R′(α) < 0. The monotonicity of R(α) implies the uniqueness of positive solution to (1.3) for a given
R > 0.

5. From the existence theory, for any R > 0, the equation has a positive solution, so the range of R(α) is (0,∞),
and lim

α→α+
∗

R(α) = ∞, thus (α∗,Φ(α∗)) ∈ Q (ground state). We can prove the ground state is unique.

This proves the following uniqueness result:

Theorem 3.1. Suppose that hi, (i = 1, 2), satisfy (3.3) and (3.4), then for any R > 0, (3.1) has a unique positive
solution (u1(x;R), u2(x;R)). If R1 > R2, then u1(0;R1) < u1(0;R2) and u2(0;R1) < u2(0;R2). Moreover (3.2)
has a unique solution (U1, U2).

An example for Theorem 3.1 is f(u1, u2) = −u1+uq
2, g(u1, u2) = −u2+up

1, where p, q > 1 (see [13, 14, 17]),
and another example that we can prove the uniqueness is a gradient system f(u1, u2) = −bu1 + u1u2, g(u1, u2) =
−cu2 + u2

1/2, where b, c > 0 (see [20, 21, 28]). The general approach described above can be applied to prove the
uniqueness of positive solution of (1.3) as long as (f, g) is (i) cooperative, (ii) weakly sublinear and superlinear, and
(iii) Hamiltonian or gradient.
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A singular limit of the Kobayashi–Warren–Carter

system

Jun Okamoto∗

Abstract

We consider the singular limit problem of a single-well Modica–Mortola energy and the

Kobayashi–Warren–Carter energy. In this study, we introduce a finer topology of sliced graph

convergence of functions into the function space and derive the singular limit of a single-well

Modica–Mortola energy and the Kobayashi–Warren–Carter energy energies in the sense of

Gamma-convergence. The energy functional obtained as this singular limit is also shown

to have the remarkable property of a minimizing function that is concave concerning the

strength of jumps of a function.

1 Introduction

We consider the Kobayashi–Warren–Carter energy, which is a sum of a weighted total variation

and a single-well Modica–Mortola energy. Their explicit forms are

Eε
KWC(u, v) :=

∫

Ω
α(v)|Du|+ Eε

sMM(v), (1.1)

Eε
sMM(v) :=

ε

2

∫

Ω
|∇v|2dLN +

1

2ε

∫

Ω
F (v)dLN ,

where Ω is a bounded domain in RN with the Lebesgue measure LN , α ≥ 0, ε > 0 is a small

parameter, and F is a single-well potential which takes its minimum at v = 1. Typical examples

of α and F are α(v) = v2 and F (v) = (v − 1)2, respectively. These are the original choices

in [KWC1, KWC3]. The first term in (1.1) is a weighted total variation with weight α(v).

This energy was first introduced by [KWC1, KWC3] to model motion of grain boundaries of

polycrystal which have some structures like the averaged angle of each grain. This energy is

quite popular in materials science.

The gradient flow of the Kobayashi–Warren–Carter energy Eε
KWC is proposed in [KWC1] (see

also [KWC2, KWC3]) to model grain boundary motion when each grain has some structure. Its

∗Kyoto University, okamoto.jun.8n@kyoto-u.ac.jp
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explicit form is

τ1vt = s∆v + (1− v)− 2sv|∇v|,

τ0v
2ut = s div

(
v2

∇u

|∇u|

)
,

where τ0, τ1, and s are positive parameters. This system is regarded as the gradient flow of

Eε
KWC with F (v) = (v− 1)2, ε = 1, and α(v) = v2. Because of the presence of the singular term

∇u/|∇u|, the meaning of the solution itself is non-trivial since, even if v ≡ 1, the flow is the

total variation flow, and a non-local quantity determines the speed [KG]. At this moment, the

well-posedness of its initial-value problem is an open question. If the second equation is replaced

by

τ0(v
2 + δ)ut = s div

(
(v2 + δ′)∇u/|∇u|+ µ∇u

)

with δ > 0, δ′ ≥ 0 and µ ≥ 0 satisfying δ′+µ > 0, the existence and large-time behavior of solu-

tions are established in [IKY, MoSh, MoShW1, SWat, SWY, WSh] under several homogeneous

boundary conditions. However, its uniqueness is only proved in a one-dimensional setting under

µ > 0 [IKY, Theorem 2.2]. These results can be extended to the cases of non-homogeneous

boundary conditions. Under non-homogeneous Dirichlet boundary conditions, we are able to

find various structural patterns of steady states; see [MoShW2].

We are interested in a singular limit of the Kobayashi–Warren–Carter energy Eε
KWC as ε

tends to zero. If we assume boundedness of Eε
KWC for a sequence (u, vε) for fixed u, then vε

tends to a unique minimum of F as ε → 0 in the L2 sense. However, if u has a jump discontinuity,

its convergence is not uniform near such places, suggesting that we have to introduce a finer

topology than L2 or L1 topology.

2 The definition of the sliced graph convergence

We next recall the notation often used in the slicing argument [FL]. Let S be a set in RN . Let

SN−1 denote the unit sphere in RN centered at the origin, i.e.,

SN−1 =
{
ν ∈ RN

∣∣ |ν| = 1
}
.

For a given ν, let Πν denote the hyperplane whose normal equals ν. In other words,

Πν :=
{
x ∈ RN

∣∣ ⟨x, ν⟩ = 0
}
,
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where ⟨ , ⟩ denotes the standard inner product in RN . For x ∈ Πν , let Sx,ν denote the intersection

of S and the whole line with direction ν, which contains x; that is,

Sx,ν :=
{
x+ tν

∣∣ t ∈ S1
x,ν

}
,

where

S1
x,ν :=

{
t ∈ R

∣∣ x+ tν ∈ S
}
⊂ R.

We also set

Sν :=
{
x ∈ Πν

∣∣ Sx,ν ̸= ∅
}
.

For a given function f on S, we associate it with a function fx,ν on S1
x,ν defined by

fx,ν(t) := f(x+ tν).

Let Ω be a bounded domain in RN , and T denote the set of all Lebesgue measurable (closed)

set-valued function Γ : Ω → 2R. For ν ∈ SN−1, we consider Ω1
x,ν ⊂ R and the (sliced) set-valued

function Γx,ν on Ω1
x,ν defined by Γx,ν(t) = Γ(x+ tν). Let Γx,ν denote its closure defined on the

closure of Ω1
x,ν . Namely, it is uniquely determined so that the graph of Γx,ν equals the closure

of graphΓx,ν in R × R. As with usual measurable functions, Γ(1) and Γ(2) belonging to T are

identified if Γ(1)(z) = Γ(2)(z) for LN -a.e. z ∈ Ω. By Fubini’s theorem, Γ
(1)
x,ν(t) = Γ

(2)
x,ν(t) for

L1-a.e. t for LN−1-a.e. x ∈ Ων . With this identification, we consider its equivalence class, and

we call each Γ(1), Γ(2) a representative of this equivalence class. For ν ∈ SN−1, we define the

subset Bν ⊂ T as follows: Γ ∈ Bν if, for a.e. x ∈ Ων ,

• There is a representative of Γx,ν such that Γx,ν = Γx,ν on Ω1
x,ν ;

• graphΓx,ν is compact in Ω1
x,ν × R.

We note that if Γ(1),Γ(2) ∈ Bν , then Γ
(1)
x,ν ,Γ

(2)
x,ν ∈ C with M = Ω1

x,ν by a suitable choice of

representative of Γ
(1)
x,ν ,Γ

(2)
x,ν , which follows from the definition.

We now introduce a metric on Bν of form

dν

(
Γ(1),Γ(2)

)
:=

∫

Ων

dg

(
Γ
(1)
x,ν ,Γ

(2)
x,ν

)

1 + dg

(
Γ
(1)
x,ν ,Γ

(2)
x,ν

) dLN−1(x)

for Γ1,Γ2 ∈ Bν , where LN−1 denotes the Lebesgue measure on Πν . We identify Γ(1),Γ(2) ∈ Bν if

Γ
(1)
x,ν = Γ

(2)
x,ν for a.e. x. With this identification, (Bν , dν) is indeed a metric space. By a standard

argument, we see that (Bν , dν) is a complete metric space; we do not give proof since we do not
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use this fact.

Let D be a countable dense set in SN−1. We set

BD :=
⋂
ν∈D

Bν .

It is a metric space with metric

dD

(
Γ(1),Γ(2)

)
:=

∞∑
j=1

1

2j
dνj

(
Γ(1),Γ(2)

)

1 + dνj
(
Γ(1),Γ(2)

) ,

where D = {νj}∞j=1. (This is also a complete metric space.)

We shall fix D. The convergence with respect to dD is called the sliced graph convergence.

If {Γk} ⊂ BD converges to Γ ∈ BD with respect to dD, we write Γk
sg−→ Γ (as k → ∞). Roughly

speaking, Γk
sg−→ Γ if the graph of the slice Γk converges to that of Γ for a.e. x ∈ Ων for any

ν ∈ D. For a function v on Ω, we associate a set-valued function Γv by Γv(x) = {v(x)}. If

Γk = Γvk for some vk, we shortly write vk
sg−→ Γ instead of Γvk

sg−→ Γ. We note that if v ∈ H1(Ω),

the L2-Sobolev space of order 1, then Γv ∈ BD for any D.

3 Singular limit of the Kobayashi–Warren–Carter energy

We first recall the Kobayashi–Warren–Carter energy. For a given α ∈ C(R) with α ≥ 0, we

consider the Kobayashi–Warren–Carter energy of the form

Eε
KWC(u, v) =

∫

Ω
α(v)|Du|+ Eε

sMM(v)

for u ∈ BV (Ω) and v ∈ H1(Ω). The first term is the weighted total variation of u with weight

w = α(v), defined by

∫

Ω
w|Du| := sup

{
−
∫

Ω
u divφ dLN

∣∣∣ |φ(z)| ≤ w(z) a.e. x, φ ∈ C1
c (Ω)

}

for any non-negative Lebesgue measurable function w on Ω.

We shall assume that

(F1) F ∈ C1(R) is non-negative, and F (v) = 0 if and only if v = 1,

(F2) lim inf |v|→∞ F (v) > 0. We occasionally impose a stronger growth assumption than (F2):

(F2’) (monotonicity condition) F ′(v)(v − 1) ≥ 0 for all v ∈ R.
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4

We are interested in the Gamma limit of Eε
KWC as ε → 0 under the sliced graph convergence.

We define the subset A0 := A0(Ω) ⊂ BD as follows: Ξ ∈ A0(Ω) if there is a countably N − 1

rectifiable set Σ ⊂ Ω such that

Ξ(z) =

{
1, z ∈ Ω\Σ
[ξ−, ξ+] , z ∈ Σ

(3.1)

with HN−1-measurable function ξ± on Σ and ξ−(z) ≤ 1 ≤ ξ+(z) for HN−1-a.e. z ∈ Σ. For

the definition of countably N − 1 rectifiability. Here Hm denotes the m-dimensional Hausdorff

measure.

We briefly remark on the compactness of the graph of Ξ ∈ A0. By definition, if Ξ is of form

(3.1), then Ξ(z) is compact. However, there may be a chance that graph Γx,ν is not compact,

even for the one-dimensional case (N = 1). Indeed, if a set-valued function on (0, 1) is of form

Ξ(z) =

{
[1,m] for z = 1/m

{1} otherwise,

then Ξ is not compact in [0, 1] × R. It is also possible to construct an example that Ξ ̸= Ξ in

(0, 1), which is why we impose Ξ ∈ BD in the definition of A0.

For Ξ ∈ A0, we define a functional

E0
sMM(Ξ,Ω) := 2

∫

Σ

{
G(ξ−) +G(ξ+)

}
dHN−1, where G(σ) :=

∣∣∣∣
∫ σ

1

√
F (τ) dτ

∣∣∣∣ .

For later applications, it is convenient to consider a more general functional. Let J be a countably

N − 1 rectifiable set, and α : R → [0,∞) be continuous. Let j be a non-negative HN−1-

measurable function on J . We denote the triplet (J, j, α) by J . We set

E0,J
sMM(Ξ,Ω) = E0

sMM(Ξ,Ω) +

∫

J∩Σ

(
min

ξ−≤ξ≤ξ+
α(ξ)

)
dHN−1.

For S, we also set

Eε,J
sMM(v) := Eε

sMM(v) +

∫

J
α(v)j dHN−1,

which is important to study the Kobayashi–Warren–Carter energy.

We next define the functional, which turns out to be a singular limit of the Kobayashi–

Warren–Carter energy. For Ξ ∈ A0(Ω), let Σ be its singular set in the sense that

Σ =
{
z ∈ Ω

∣∣ Ξ(z) ̸= {1}
}
.
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For u ∈ BV (Ω), let Ju denote the set of its jump discontinuities. In other words,

Ju =
{
z ∈ Ω\Σ0

∣∣ j(z) := |u(z + 0ν)− u(z − 0ν)| > 0
}
.

Here ν denotes the approximate normal of Ju, and u(z±0ν) denotes the trace of u in the direction

of ±ν. We consider a triplet J (u) = (Ju, j, α) and consider E0,J
sMM(Ξ,Ω), whose explicit form is

E0,J
sMM(Ξ,Ω) = E0

sMM(Ξ,Ω) +

∫

J∩Σ
j min
ξ−≤ξ≤ξ+

α(ξ) dHN−1,

where Ξ(z) = [ξ−(z), ξ+(z)] for z ∈ Σ. We then define the limit Kobayashi–Warren–Carter

energy:

E0
KWC(u,Ξ,Ω) =

∫

Ω\Ju
α(1)|Du|+ E

0,J (u)
sMM (Ξ,Ω),

in which the explicit representation of the second term is

E
0,J (u)
sMM (Ξ,Ω) = E0

sMM(Ξ,Ω) +

∫

Ju∩Σ
|u+ − u−|α0(z) dHN−1(z)

with u± = u(z ± 0ν) and

α0(z) := min
{
α(ξ)

∣∣ ξ−(z) ≤ ξ ≤ ξ+(z)
}
.

Here u± are defined by

u+(x) := inf

{
t ∈ R

∣∣∣∣ limr→0

LN (Br(x) ∩ {u > t})
rN

= 0

}
,

u−(x) := sup

{
t ∈ R

∣∣∣∣ limr→0

LN (Br(x) ∩ {u < t})
rN

= 0

}
,

where Br(x) is the closed ball of radius r centered at x in RN . This is a measure-theoretic upper

and lower limit of u at x. If u+(x) = u−(x), we say that u is approximately continuous. For

more detail, see [Fe]. We are now in a position to state our main results rigorously.

Theorem 1 (Γ-convergence). Let Ω be a bounded domain in RN . Assume that F satisfies (F1)

and (F2) and that α ∈ C(R) is non-negative.

(i) (liminf inequality) Assume that {uε}0<ε<1 ⊂ BV (Ω) converges to u ∈ BV (Ω) in L1, i.e.,

∥uε − u∥L1 → 0. Assume that {uε}0<ε<1 ⊂ H1(Ω). If vε
sg−→ Ξ and Ξ ∈ A0, then

E0
KMC(u,Ξ Ω) ≤ lim inf

ε→0
Eε

KMC(uε, vε).

(ii) (limsup inequality) We further assume that F satisfies (F2’) . For any Ξ ∈ A0 and
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6

u ∈ BV (Ω), there exists a family of Lipschitz functions {wε}0<ε<1 such that

E0
KMC(u,Ξ,Ω) = lim

ε→0
Eε

KMC(u,wε).

If one minimizes E0
KWC in the Ξ variable, i.e.,

TVKWC(u) := inf
Ξ∈A0

E0
KWC(u,Ξ),

this can be calculated as

TVKWC(u) =

∫

Σ
σ
(
|u+ − u−|

)
dHN−1 +

∫

Ω\Ju
|Du|

with

σ(r) := min
ξ−,ξ+

{
r min
ξ−≤ξ≤ξ+

α(ξ) + 2
(
G(ξ−) +G(ξ+)

)}

= min
ξ−

{
r min
ξ−≤ξ≤1

α(ξ) + 2G(ξ−)

}
, r ≥ 0

if α(v) ≥ α(1) for v ≥ 1. This σ is always concave. If F (v) = (v − 1)2, then

σ(r) = min
ξ−

{
r(ξ−+)

2 + (ξ− − 1)2
}
=

r

r + 1
.

In other words,

TVKWC(u) =

∫

Σ

|u+ − u−|
1 + |u+ − u−|

dHN−1 +

∫

Ω\Ju
|Du|.

This functional is a kind of total variation but has different aspects. For example, if u is a

piecewise constant monotone increasing function in a one-dimensional setting, the total variation

TV (u) =
∫
Ω |Du| equals sup u − inf u. This case is often called a staircase problem since TV

does not care about the number and size of jumps for monotone functions. In contrast to TV ,

the TVKWC costs less if the number of jumps is smaller, provided that each jump is the same

size and sup u − inf u is the same. The energy like TVKWC for a piecewise constant function is

derived as the surface tension of grain boundaries in polycrystals [LL], which is an active area,

as studied by [GaSp].
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9
－63－





ABP maximum principle with upper contact sets
for fully nonlinear elliptic PDEs

Shigeaki Koike (Waseda University)

1 Introduction

In a celebrated work [1] by L. A. Caffarelli in 1989, it has turned out that the
Aleksandrov-Bakelman-Pucci’s maximum principle (ABP for short) is the key tool
for the regularity theory of fully nonlinear PDEs. See also [2] for the details of
[1]. Afterwards, the notion of weak solutions named Lp-viscosity solutions was
introduced by Caffarelli-Crandall-Kocan-Świȩch [3] in 1996 to enable us to deal
with viscosity solutions even when inhomogeneous terms in PDE of nondivergence
type may be unbounded.

In our series of works with A. Świȩch, we have studied ABP when coefficients
to the drift term are Lq functions provided q ≥ n, where n is the dimension. In
our results for ABP, the maximum of Lp-viscosity solutions is estimated by the
Lp norm of the inhomogeneous term, where the Lp norm is taken over the whole
domain. However, it is known that the ABP with upper contact sets holds true for
strong solutions even when the coefficient to the drift term belongs to Ln. Also, in
[3], it is known that ABP with upper contact sets holds for Lp-viscosity solutions
when the coefficient to the drift term is bounded. In this talk, we point out the
importance of ABP with upper contact sets, and then present recent results in
this direction.

This talk is based on a joint work [9] with A. Świȩch (Georgia Institute of
Technology).

2 Known results

Fix a bounded open set Ω ⊂ Rn with smooth boundary ∂Ω. We denote by dΩ the
diameter of Ω.

For fixed 0 < λ ≤ Λ, we denote the Pucci operators P± : S(n) → R by

P+(X) := max{−trace(AX) | λI ≤ A ≤ ΛI, A ∈ S(n)}, P−(X) = −P+(−X),

1

－65－



where S(n) is the set of symmetric matrices of order n. The following inequalities
allow us to deal with P± as if these were Laplacian: for X,Y ∈ S(n),

P−(X)+P−(Y ) ≤ P−(X+Y ) ≤ P−(X)+P+(Y ) ≤ P+(X+Y ) ≤ P+(X)+P+(Y ).

Given F : Ω× R× Rn × S(n) → R and f ∈ Lp(Ω), we consider general PDE:

F (x, u,Du,D2u) = f(x) in Ω. (2.1)

We recall the definition of Lp-viscosity solutions of (2.1) for p > n/2.

Definition 2.1. We call u ∈ C(Ω) an Lp-viscosity subsolution (resp., supersolu-
tion) of (2.1) if whenever u − ψ attains its local maximum (resp., minimum) at
x ∈ Ω for ψ ∈ W 2,p

loc (Ω), it follows that

ess lim inf
y→x

{F (y, u(y), Dψ(y), D2ψ(y))− f(y)} ≤ 0

(
resp., ess lim sup

y→x
{F (y, u(y), Dψ(y), D2ψ(y))− f(y)} ≥ 0

)
.

We also call u ∈ C(Ω) an Lp-viscosity solution of (2.1) if it is a C-viscosity
subsolution and supersolution of (2.1).

We also recall the notion of standard viscosity solutions, named C-viscosity
solutions here, of (2.1) when F, f are continuous.

Definition 2.2. We call u ∈ C(Ω) a C-viscosity subsolution (resp., supersolution)
of (2.1) if whenever u− ψ attains its local maximum (resp., minimum) at x ∈ Ω
for ψ ∈ C2(Ω), it follows that

F (x, u(x), Dψ(x), D2ψ(x))− f(x) ≤ 0 (resp., ≥ 0) .

We also call u ∈ C(Ω) a C-viscosity solution of (2.1) if it is a C-viscosity subso-
lution and supersolution of (2.1).

For the sake of simplicity of presentations, we will only consider the case when
F does not depend on the second variable.

Since we suppose that there is nonnegative µ ∈ Lq(Ω) for q ≥ n such that

P−(X)− µ(x)|ξ| ≤ F (x, ξ,X)− F (x, ξ, Y ) ≤ P+(X − Y ) + µ(x)|ξ| (2.2)

for (x, ξ,X, Y ) ∈ Ω× Rn × S(n)× S(n), and that

F (x, 0, O) = 0 for x ∈ Ω, (2.3)
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2

we will only study on ABP for Lp-viscosity subsolutions of

P−(D2u)− µ(x)|Du| = f(x) in Ω. (2.4)

We will suppose one of two hypotheses: for q > n and n > p > p0, where
p0 ∈ (n

2
, n) is the constant in [10],

{
(H1) µ ∈ Lq(Ω), f ∈ Ln(Ω) for Ln-viscosity solutions
(H2) µ ∈ Ln(Ω), f ∈ Ln(Ω) for Lp-viscosity solutions.

(2.5)

For u ∈ C(Ω), we shall introduce the so-called upper contact set of u over Ω;

Γ[u] := {x ∈ Ω | ∃p ∈ Rn such that u(y) ≤ u(x) + ⟨p, y − x⟩ for y ∈ Ω}

We will also use subsets of Γ[u] when the size of p is smaller than r > 0:

Γr[u] := {x ∈ Ω | ∃p ∈ Br such that u(y) ≤ u(x) + ⟨p, y − x⟩ for y ∈ Ω},

where Br := {p ∈ Rn | |p| < r}. Notice Γ[u] =
⋃
r>0

Γr[u].

We recall ABP with upper contact sets. The first is a classical one but we
refer the proof of Proposition 2.12 in [3] for the readers.

Proposition 2.1. There exists C = C(n, λ,Λ) > 0 such that if u ∈ C(Ω) ∩
W 2,n(Ω) satisfies

P−(D2u(x))− µ(x)|Du(x)| ≤ f(x) a.e. in Ω

for µ, f ∈ Ln(Ω), then it follows that

max
Ω

u ≤ max
∂Ω

u+ CdΩ∥f+∥Ln(Γ[u]).

The next is a version of ABP with upper contact sets for Ln-viscosity solutions.

Proposition 2.2. (Proposition 2.12 in [3])
There exists C = C(n, λ,Λ) > 0 such that if u ∈ C(Ω) is an Ln-viscosity subsolu-
tion of (2.4) for µ ∈ L∞(Ω) and f ∈ Ln(Ω), then it follows that

max
Ω

u ≤ max
∂Ω

u+ CdΩ∥f+∥Ln(Γ[u]).

Giving up having upper contact sets, we have ABP for Ln-viscosity solutions
of (2.4) with the whole domain Ω when µ may be unbounded, i.e. µ ∈ Lq(Ω) for
q > n.

Proposition 2.3. (cf. Proposition 2.8 in [7])
There exists C = C(n, λ,Λ) > 0 such that if u ∈ C(Ω) is an Ln-viscosity subsolu-
tion of (2.4) for µ ∈ Lq(Ω) for q > n and f ∈ Ln(Ω), then it follows that

max
Ω

u ≤ max
∂Ω

u+ CdΩ∥f+∥Ln(Ω).
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3 Why ABP with upper contact sets ?

In this section, to recall an advantage of the ABP maximum principle with upper
contact sets in [3], we introduce some terminologies.

Definition 3.1. For u ∈ C(Ω), we denote by J2,±u(x) the set of sub- and super-
jets of order 2 for u at x ∈ Ω :

{
(ξ,X) ∈ Rn × S(n)

∣∣∣∣
±
(
u(y)− u(x)− ⟨ξ, y − x⟩ − 1

2
⟨X(y − x), y − x⟩

)
≤ o(|y − x|2) as y ∈ Ω → x

}

We call x ∈ Ω a twice subdifferentiable (resp., superdifferentiable) point if J2,−u(x)
(resp., J2,+u(x)) ̸= ∅. Also, we call x ∈ Ω a twice differentiable point if it is a
twice sub- and superdifferentiable point.

For u ∈ C(Ω), we denote by E+[u] (resp., E−[u], E[u]) the set of all twice
superdifferentiable (resp., subdifferentiable, differentiable) points of u.

Proposition 3.1. (Proposition 3.5 in [3]) Assume (2.2) for µ ∈ L∞(Ω), (2.3),
and f ∈ Ln(Ω). If u ∈ C(Ω) is an Ln-viscosity subsolution (resp., supersolution,
solution) of (2.1), then m(Ω \ E+[u]) = 0 (resp., m(Ω \ E−[u]), m(Ω \ E+[u] ∩
E−[u]) = 0, where m is the Lebesgue measure for Rn.

Proposition 3.2. (Proposition 3.4 in [3]) Under the hypotheses in Proposition
3.1, it follows that an Ln-viscosity subsolution (resp., supersolution, solution) of
(2.1) satisfies

F (x,Du(x), D2u(x))− f(x) ≤ (resp., ≥, =) 0 a.e. in Ω.

4 Main results

Our main results are as follows.

Theorem 4.1. (Theorem 1.1 and 1.2 in K-Świȩch [9])
(i) Assume that (H1) holds. There exists C0 = C0(n, λ,Λ, q) > 0 such that if
u ∈ C(Ω) is an Ln-viscosity subsolution of (2.4), then it follows that

max
Ω

u ≤ max
∂Ω

u+ C0dΩ∥f∥Ln(Γ[u]). (4.1)

(ii) Assume that (H2) holds. Fix p ∈ (p0, n). There exists C0 = C0(n, λ,Λ, p) > 0
such that if u ∈ C(Ω) is an Lp-viscosity subsolution of (2.4) for n > p > p0, then
it follows that

max
Ω

u ≤ max
∂Ω

u+ C0dΩ∥f∥Ln(Γ[u]). (4.2)
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jets of order 2 for u at x ∈ Ω :

{
(ξ,X) ∈ Rn × S(n)

∣∣∣∣
±
(
u(y)− u(x)− ⟨ξ, y − x⟩ − 1

2
⟨X(y − x), y − x⟩

)
≤ o(|y − x|2) as y ∈ Ω → x

}

We call x ∈ Ω a twice subdifferentiable (resp., superdifferentiable) point if J2,−u(x)
(resp., J2,+u(x)) ̸= ∅. Also, we call x ∈ Ω a twice differentiable point if it is a
twice sub- and superdifferentiable point.

For u ∈ C(Ω), we denote by E+[u] (resp., E−[u], E[u]) the set of all twice
superdifferentiable (resp., subdifferentiable, differentiable) points of u.

Proposition 3.1. (Proposition 3.5 in [3]) Assume (2.2) for µ ∈ L∞(Ω), (2.3),
and f ∈ Ln(Ω). If u ∈ C(Ω) is an Ln-viscosity subsolution (resp., supersolution,
solution) of (2.1), then m(Ω \ E+[u]) = 0 (resp., m(Ω \ E−[u]), m(Ω \ E+[u] ∩
E−[u]) = 0, where m is the Lebesgue measure for Rn.

Proposition 3.2. (Proposition 3.4 in [3]) Under the hypotheses in Proposition
3.1, it follows that an Ln-viscosity subsolution (resp., supersolution, solution) of
(2.1) satisfies

F (x,Du(x), D2u(x))− f(x) ≤ (resp., ≥, =) 0 a.e. in Ω.

4 Main results

Our main results are as follows.

Theorem 4.1. (Theorem 1.1 and 1.2 in K-Świȩch [9])
(i) Assume that (H1) holds. There exists C0 = C0(n, λ,Λ, q) > 0 such that if
u ∈ C(Ω) is an Ln-viscosity subsolution of (2.4), then it follows that

max
Ω

u ≤ max
∂Ω

u+ C0dΩ∥f∥Ln(Γ[u]). (4.1)

(ii) Assume that (H2) holds. Fix p ∈ (p0, n). There exists C0 = C0(n, λ,Λ, p) > 0
such that if u ∈ C(Ω) is an Lp-viscosity subsolution of (2.4) for n > p > p0, then
it follows that

max
Ω

u ≤ max
∂Ω

u+ C0dΩ∥f∥Ln(Γ[u]). (4.2)

4

We shall show a difficulty to prove (i) of the assertions of Theorem 4.1. In
[3], in order to reduce to the case when f ∈ C(Ω) while µ ∈ L∞(Ω), we utilize a
strong solution vk ∈ C(Ω) ∩W 2,n

loc (Ω) of{
P+(D2vk) + µ|Dvk| = fk − f a.e. in Ω,

vk = 0,

where fk ∈ C(Ω) satisfies lim
k→∞

∥fk − f∥Ln(Ω) = 0. Notice that

∥vk∥L∞(Ω) ≤ C∥fk − f∥Ln(Ω) → 0 as k → ∞.

We observe that uk := u+ vk is an Ln-viscosity subsolution of

P−(D2uk)− µ|Duk| = fk in Ω.

When µ ∈ L∞(Ω), this implies

max
Ω

u ≤ max
Ω

uk + C∥fk − f∥Ln(Ω) ≤ max
∂Ω

u+ C∥fk − f∥Ln(Ω) + C∥fk∥Ln(Γ[uk]).

Hence, recalling Γ[uk] converges Γ[u] in a suitable sense (see Lemma A.1 in [3]),
we conclude ABP with upper contact sets when µ ∈ L∞(Ω).

Thus, we shall suppose f ∈ C(Ω) ∩ Ln(Ω) in what follows.
On the other hand, when we assume merely µ ∈ Lq(Ω) for q > n, we have to

approximate µ by continuous µk ∈ C(Ω) such that

lim
k→∞

∥µk − µ∥Lq(Ω) = 0.

We observe that u is an Ln-viscosity subsolution of

P−(D2)− µk|Du| = f + (µ− µk)|Du|.

To avoid the second term of the right hand side of the above, for any ε > 0, we
shall consider the following PDE, where u is an Ln-viscosity subsolution of

P−(D2)− µk|Du| − ε|Du|
q

q−n = f + Cε|µk − µ|
q
n .

Here, notice that a superlinear growth in Du in the left hand side of the above
arises.

To avoid the second term of the right hand side of the above, Cε|µk − µ| qn , we
need the strong solvability of extremal PDEs with superlinear terms in Du in [8].

Proposition 4.2. (Theorem 3.1 (iii) in [8]) There exists wk ∈ W 2,n(Ω) ∩ C(Ω)
such that{

P+(D2wk) + µk|Dwk|+ εC∗|Dwk|
q

q−n = −Cε|µk − µ| qn a.e. in Ω,
wk = 0 on ∂Ω,

(4.3)

and ∥wk∥L∞(Ω) ≤ C∥µk − µ∥
q
n

Lq(Ω), where C∗ := 2
n

q−n .

5
－69－



In order to prove (ii), we need the existence of strong solutions of (4.3) when
µk ∈ Ln(Ω) ∩ C(Ω). To this end, applying Theorem 1.2 in [10] by N. V. Krylov,
we need a fixed point theorem as in [8]. See [9] for the details.

Remark 4.1. Note that (a + b)
q

q−n ≤ C∗(a
q

q−n + b
q

q−n ) for a, b ≥ 0. Thus, we
easily verify that vk := uk + wk is an Ln-viscosity subsolution of

P−(D2vk)− µk|Dvk| − εC∗|Dvk|
q

q−n = f in Ω. (4.4)

Notice that all ingredients, µk, f , are continuous. Thus, vk is also a C-viscosity
subsolution of (4.4). Moreover, intuitively,

We still need more tools to establish the ABP maximum principle with upper
contact sets for (4.4).

5 Some tools from viscosity solution theory

Furthermore, we will need some technical tools in the viscosity solution theory,
which were first mentioned in [11], and have been developed in [5], [4].

We barrow some notations from [5].

Definition 5.1. For bounded continuous functions v : Rn → R and α > 0, we
denote the sup-convolution (resp., inf-convolution) of v by

A+
α [v](x) := sup

y∈Rn

(
v(y)− |x− y|2

2α

)
, A−

α [v](x) := inf
y∈Rn

(
v(y) +

|x− y|2

2α

)
.

We notice A−
α [A

+
α+β[v]] ≥ A+

β [v] from the difinition.

Proposition 5.1. (Proposition 4.4 in [4]) Assume v ∈ C(Rn) is bounded. For
α, β > 0, setting vα,β := A−

α [A
+
α+β[v]], we have

vα,β ∈ C1,1(Rn), − 1

β
≤ D2vα,β(x) ≤ 1

α
I a.e. in Ω.

Moreover, if vα,β(x̂) > A+
β [v](x̂), and vα,β is twice differentiable at x̂ ∈ Ω, then 1

α

is one of eigenvalues of D2vα,β(x̂).

For the details, we refer to [6] written in Japanese.
We will choose α(β) > 0 for each β > 0, and Ωβ := {x ∈ Ω | d(x, ∂Ω) > C0

√
β}

for some C0 > 0. We first notice that uβ := A−
α(β)[A

+
α(β),β[u]] ≥ A+

β [u] in Ωβ, which
implies when the equality holds at x ∈ Ωβ, we have

J2,+uβ(x) ⊂ J2,+A+
β [u](x). (5.1)

6
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6

Using Proposition 5.1, for continuous µk, f , we claim that if u is a C-viscosity
subsolution of

P−(D2u)− µk|Du| − ε|Du|
q

q−n = f in Ω,

then uβ is a C-viscosity subsolution of

P−(D2u)− µk|Du| − ε|Du|
q

q−n = f +O(β) in Ωβ.

Indeed, for each β > 0, there exists a small α(β) > 0 such that for (ξ,X) ∈
J2,+uβ(x), we have

P−(X) ≤ − Λ

α(β)
+

λ(n− 1)

β
≤ −λ

β
,

which, for small β > 0, yields

P−(X)− µk(x)|ξ| − ε|ξ|
q

q−n ≤ f(x) in Ωβ.

Hence, with this choice of α(β) > 0, it is easy to verify that for small β > 0,
(ξ,X) ∈ J2,+uβ(x) for x ∈ Ωβ satisfies

P−(X)− µk(x)|ξ| − ε|ξ|
q

q−n ≤ f(x) +O(β)

provided uβ(x) > A+
β [u](x) while the same inequality holds in the viscosity sense

provided uβ(x) = A+
β [u](x) by (5.1).
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A dynamical approach to lower gradient estimates for viscosity

solutions of Hamilton-Jacobi equations ∗

Kazuya Hirose †

Department of Mathematics, Graduate School of Science, Hokkaido University.

1 Introduction

1.1 Equation and goals

In this study, we consider the first-order Hamilton-Jacobi equation of the form

ut(x, t) +H(x, t,Dxu(x, t)) = 0 in Rn × (0, T ) (1.1)

with the initial condition
u(x, 0) = u0(x) in Rn. (1.2)

Here u : Rn × [0, T ) → R is the unknown function, and ut = ∂tu, Dxu = (∂xiu)
n
i=1 denote its

derivatives. Moreover, the Hamiltonian H : Rn× [0, T ]×Rn → R is continuous in Rn× [0, T ]×Rn,
and the initial datum u0 : Rn → R is Lipschitz continuous in Rn.

The goal of this paper is to present a new approach to derive lower bounds for weak spatial
gradients of a viscosity solution to a Hamilton-Jacobi equation when the Hamiltonian is convex.
More precisely, for a fixed point (x, t) ∈ Rn × (0, T ), we obtain the following inequality in the
viscosity solution sense:

|Dxu(x, t)| ≧ C, (1.3)

where C depends on the initial subdifferentials over some region in Rn. We also study the case
where (1.1) is a level-set equation appearing in surface evolution problems. In this case, we will
derive sharper gradient estimates.

A lower bound for gradients of solutions to (1.1)–(1.2) has already been studied in [L.01] with
a different approach. Comparison with the results in [L.01] is also discussed and we show that our
results give better estimates in several senses.

It is known that the lower gradient estimate is useful to prove the uniqueness of solutions to
some nonlocal equations ([BLM.12]). Despite its importance, however, there is little work on lower
bounds for gradients. Unlike the upper gradient estimate, one cannot apply a weak Bernstein
method for viscosity solutions ([B.91]) to derive lower bounds.

It would also be worth mentioning here that the lower gradient estimate of the type (1.3) does
not necessarily hold unless H is convex. Thus it is a crucial and difficult step to find how we use
the structure of the Hamiltonian H. In the previous work [L.01], the author employs a notion
of Barron-Jensen solutions ([BJ.90]) and derives the gradient estimates by carefully studying the
inf-convolution of the solution. One of the key facts in the proof is that the inf-convolution is a

∗This is a joint work with Professor Nao Hamamuki (Hokkaido University).
†E-mail: hirose.kazuya.w2@elms.hokudai.ac.jp
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subsolution of (1.1) with an appropriate error. In this paper, we derive lower bounds for gradients
with the aid of Hamiltonian systems. We utilize recent results in [ACS.20] for convex Hamiltonians
and study how the initial gradients propagate along the solutions of approximate Hamiltonian
systems. To do this, a suitable approximation of the equation and careful error estimates are
needed.

1.2 Assumptions, methods, and main result 1.

Our assumptions on H are as follows:

(H1) There exist C1 ≧ 0 and β ∈ {0, 1} such that

|H(x, t, p)−H(y, t, p)| ≦ C1(β + |p|)|x− y|

for all (x, t, p) ∈ Rn × [0, T ]× Rn and y ∈ Rn;

(H2) There exist A2, B2 ≧ 0 such that

|H(x, t, p)−H(x, t, q)| ≦ (A2|x|+B2)|p− q|

for all (x, t, p) ∈ Rn × [0, T ]× Rn and q ∈ Rn;

(H3) p �→ H(x, t, p) is convex in Rn for all (x, t) ∈ Rn × [0, T ];

(H4) For every R > 0, H is bounded and uniformly continuous in Rn × [0, T ]×BR(0).

Here |·| stands for the standard Euclidean norm, Br(x) denotes the open ball with radius r centered
at x, and Br(x) is its closure. The assumptions (H1)–(H3) are the same as the ones in [L.01], while
we impose (H4) for uniqueness and existence of viscosity solutions to (1.1)–(1.2). Moreover, the
unique solution u is Lipschitz continuous in Rn × [0, T ). For these results, see [L.01, Theorem 4.1],
[II.08, Appendix A] and [ABIL.11, Chapter 2, Sections 5 and 8] for instance. One can relax (H4)
(see, e.g., [I.86]), but we use it just for simplification.

To estimate the gradients of solutions, we consider the Hamiltonian system:
{
ξ′(s) = DpH(ξ(s), s, η(s)),

η′(s) = −DxH(ξ(s), s, η(s)).
(1.4)

Here we temporarily assume that H is smooth. When the solution u of (1.1)–(1.2) is smooth
enough, the relation between u and the solution (ξ, η) of (1.4) is well-known in the theory of
classical dynamics ([CS.04, Chapter 1], [E.10, Chapter 3]). The curve ξ is often called a classical
characteristic. We also recall that η(s) represents the spatial derivative of u at (ξ(s), s), i.e.,

η(s) = Dxu(ξ(s), s).

The theory above is generalized for a possibly nonsmooth viscosity solution u ([CS.04, Chapters 5
and 6], [I.07]).

One of the important ingredients for our gradient estimates is a recent result obtained in
[ACS.20]. It is shown in [ACS.20, Theorem 3.2] that, for any y ∈ Rn, there is a one-to-one
correspondence between p ∈ D−

pru0(y) and a classical characteristic ξ with ξ(0) = y. Here D−
pru0(y)

denotes the proximal subdifferential defined by

D−
pru0(x) :=



p ∈ Rn

∣∣∣∣∣∣
there exist some K, r > 0 such that

u0(y) ≧ u0(x) + 〈p, y − x〉 − K
2 |y − x|2

for all y ∈ Br(x) ⊂ Ω



 ,
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pru0(y) and a classical characteristic ξ with ξ(0) = y. Here D−
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
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

 ,

where 〈·, ·〉 denotes the standard Euclidean inner product.
Before stating the main result, let us illustrate the idea for our gradient estimates at a dif-

ferentiable point (x, t) of u. We take the solution (ξ, η) of (1.4) with the terminal condition
(ξ(t), η(t)) = (x,Dxu(x, t)). Then, u is differentiable at every point (ξ(s), s) (s ∈ (0, t)) along
ξ. By [ACS.20, Theorem 3.2], we see that

η(0) ∈ D−
pru0(ξ(0)). (1.5)

We then apply Gronwall’s lemma to discover bounds for |η(t)− η(0)| and |ξ(t)− ξ(0)|. On the one
hand, the bound for |η(t)− η(0)| yields the estimate for |η(t)| = |Dxu(x, t)| by |η(0)|. The estimate
will be of the form

|Dxu(x, t)| ≧ |η(0)|e−C1t − β(1− e−C1t),

where C1 and β are the constants in (H1). On the other hand, we find possible positions of ξ(0)
from the bound for |ξ(t)− ξ(0)| = |x− ξ(0)|. We will derive

|x− ξ(0)| ≦ R(x, t),

where R(x, t) is defined as

R(x, t) :=




(
B2

A2
+ |x|

)
(eA2t − 1) if A2 > 0,

B2t if A2 = 0.

(1.6)

Here A2 and B2 are the constants in (H2). From the above estimates and (1.5), we deduce the
gradient estimate of the form (1.3). For a nonsmooth viscosity solution, the above argument is
justified via approximation.

To apply the results of [ACS.20], we need more conditions on H than (H1)–(H4), which are
smoothness and strict convexity as follows:

(H5) H ∈ C2(Rn × [0, T ]× Rn);

(H3)st DppH(x, t, p) is positive definite for all (x, t, p) ∈ Rn × [0, T ]× Rn.

See [ACS.20, page 1413, (H)]. We first derive gradient estimates when H satisfies (H5) and (H3)st,
and remove these additional conditions by approximating H by Hε satisfying (H5) and (H3)st. In
this case, we study the following equation

(uε)t(x, t) +Hε(x, t,Dxuε(x, t)) = 0 in Rn × (0, T ). (1.7)

Applying the results in the case H satisfies (H5) and (H3)st, we derive the gradient estimates for
(1.1). This is our first main result.

To state the result, we prepare

Definition 1.1. Let (x, t) ∈ Rn × (0, T ). We define

S(x, t;u0) := lim
δ→+0

sup
{
|p|

∣∣∣ p ∈ D−
pru0(y), y ∈ BR(x,t)+δ(x)

}
,

I(x, t;u0) := lim
δ→+0

inf
{
|p|

∣∣∣ p ∈ D−
pru0(y), y ∈ BR(x,t)+δ(x)

}
.

Our first main result is the following:
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Theorem 1.2 (Gradient estimates). Assume that H satisfies (H1)–(H4). Let u be the viscosity
solution of (1.1)–(1.2). Let (x, t) ∈ Rn × (0, T ).

(1) If p ∈ D−
x u(x, t), then

I(x, t;u0)e
−C1t − β(1− e−C1t) ≦ |p| ≦ S(x, t;u0)e

C1t + β(eC1t − 1).

(2) If p ∈ D+
x u(x, t), then |p| ≦ S(x, t;u0)e

C1t + β(eC1t − 1).

Though our main interest lies in lower bounds for gradients of solutions, we will simultaneously
present upper bounds as above because the upper bounds are obtained in an almost parallel way.

Our method provides a rather straightforward way to derive lower bounds although careful
approximation is needed. Thanks to this, we can find the lower bounds in an explicit way as in
Theorem 1.2, and they are optimal as shown in [HH.p, Section 7]. These facts are advantages of
our method as well as contributions to this paper.

1.3 Surface evolution problem and main result 2.

We also study a Hamiltonian H which is positively homogeneous of degree 1 with respect to p.
More precisely, we assume

(H6) H(x, t, λp) = λH(x, t, p) for all (x, t, p) ∈ Rn × [0, T ]× Rn and λ ≧ 0.

Such a Hamiltonian appears in the application of a level-set method to surface evolution problems.
When H satisfies (H6), improved gradient estimates are available.

To explain the results, let us review the level-set approach to surface evolution problems. The
reader is referred to [G.06] for the details. For a given initial hypersurface Γ(0) in Rn, we consider its
evolution {Γ(t)}t∈[0,T ). To track the motion, we represent Γ(t) as the zero level-set of an auxiliary
function u : Rn × [0, T ) → R, that is,

Γ(t) = {x ∈ Rn | u(x, t) = 0}. (1.8)

We now assume that the evolution law of Γ(t) is given by

V = g(x, t,n) on Γ(t). (1.9)

Here g is a given function, n = n(x, t) ∈ Rn is the unit normal vector to Γ(t) at x from {x ∈ Rn |
u(x, t) > 0} to {x ∈ Rn | u(x, t) < 0}, and V = V (x, t) ∈ R is the normal velocity of Γ(t) at x in
the direction of n. If u is smooth near (x, t) and Dxu(x, t) �= 0, we have

n = − Dxu(x, t)

|Dxu(x, t)|
, V =

ut(x, t)

|Dxu(x, t)|
.

Substituting these formulas for (1.9), we are led to (1.1) with the Hamiltonian

H(x, t, p) = −|p|g
(
x, t,− p

|p|

)
. (1.10)

The corresponding equation (1.1) is often called a level-set equation. Clearly, (1.10) satisfies (H6)
for p �= 0. When H has continuous extension to p = 0 and satisfies (H1)–(H4), our results can be
applied to H.
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Theorem 1.2 (Gradient estimates). Assume that H satisfies (H1)–(H4). Let u be the viscosity
solution of (1.1)–(1.2). Let (x, t) ∈ Rn × (0, T ).

(1) If p ∈ D−
x u(x, t), then

I(x, t;u0)e
−C1t − β(1− e−C1t) ≦ |p| ≦ S(x, t;u0)e

C1t + β(eC1t − 1).

(2) If p ∈ D+
x u(x, t), then |p| ≦ S(x, t;u0)e

C1t + β(eC1t − 1).

Though our main interest lies in lower bounds for gradients of solutions, we will simultaneously
present upper bounds as above because the upper bounds are obtained in an almost parallel way.

Our method provides a rather straightforward way to derive lower bounds although careful
approximation is needed. Thanks to this, we can find the lower bounds in an explicit way as in
Theorem 1.2, and they are optimal as shown in [HH.p, Section 7]. These facts are advantages of
our method as well as contributions to this paper.

1.3 Surface evolution problem and main result 2.

We also study a Hamiltonian H which is positively homogeneous of degree 1 with respect to p.
More precisely, we assume

(H6) H(x, t, λp) = λH(x, t, p) for all (x, t, p) ∈ Rn × [0, T ]× Rn and λ ≧ 0.

Such a Hamiltonian appears in the application of a level-set method to surface evolution problems.
When H satisfies (H6), improved gradient estimates are available.

To explain the results, let us review the level-set approach to surface evolution problems. The
reader is referred to [G.06] for the details. For a given initial hypersurface Γ(0) in Rn, we consider its
evolution {Γ(t)}t∈[0,T ). To track the motion, we represent Γ(t) as the zero level-set of an auxiliary
function u : Rn × [0, T ) → R, that is,

Γ(t) = {x ∈ Rn | u(x, t) = 0}. (1.8)

We now assume that the evolution law of Γ(t) is given by

V = g(x, t,n) on Γ(t). (1.9)

Here g is a given function, n = n(x, t) ∈ Rn is the unit normal vector to Γ(t) at x from {x ∈ Rn |
u(x, t) > 0} to {x ∈ Rn | u(x, t) < 0}, and V = V (x, t) ∈ R is the normal velocity of Γ(t) at x in
the direction of n. If u is smooth near (x, t) and Dxu(x, t) �= 0, we have

n = − Dxu(x, t)

|Dxu(x, t)|
, V =

ut(x, t)

|Dxu(x, t)|
.

Substituting these formulas for (1.9), we are led to (1.1) with the Hamiltonian

H(x, t, p) = −|p|g
(
x, t,− p

|p|

)
. (1.10)

The corresponding equation (1.1) is often called a level-set equation. Clearly, (1.10) satisfies (H6)
for p �= 0. When H has continuous extension to p = 0 and satisfies (H1)–(H4), our results can be
applied to H.

Carrying out the level-set method, we first choose the initial datum u0 so that Γ(0) = {x ∈ Rn |
u0(x) = 0} and next solve (1.1)–(1.2). Then the desired surfaces Γ(t) are given by (1.8) with the
solution u. The family of Γ(t) obtained in this manner is called a level-set solution. An important
feature of this method is that level-set solutions are unique. Namely, the set {x ∈ Rn | u(x, t) = 0}
depends only on the initial level-set {x ∈ Rn | u0(x) = 0} and independent of the other levels of
u0. This fact naturally raises the question whether the same holds for the gradients, i.e., whether
the gradients of u on {x ∈ Rn | u(x, t) = 0} depend only on the initial gradients of u0 on {x ∈ Rn |
u0(x) = 0}.

We give a positive answer to this question. We demonstrate that the sub- and super-differentials
D±

x u(x, t) with u(x, t) = 0 depend only on D−
pru0(y) for y with u0(y) ≈ 0. (We prove this fact

not only for the zero level-set but also for any γ ∈ R level-set.) This is our second main theorem,
Theorem 1.4 below. A key observation for this theorem is that the solution u is constant along
(ξ(s), s) for the solution ξ of (1.4); the rigorous proof needs a suitable approximation of H and
some error estimates.

Let us state our second main result.

Definition 1.3. Let (x, t) ∈ Rn × (0, T ) and γ ∈ R. We define

S(x, t;u0, γ) := lim
δ→+0

sup
{
|p|

∣∣∣ p ∈ D−
pru0(y), y ∈ BR(x,t)+δ(x), |u0(y)− γ| ≦ δ

}
,

I(x, t;u0, γ) := lim
δ→+0

inf
{
|p|

∣∣∣ p ∈ D−
pru0(y), y ∈ BR(x,t)+δ(x), |u0(y)− γ| ≦ δ

}
.

Theorem 1.4 (Gradient estimates for a homogeneous Hamiltonian). Assume that H satisfies
(H1)–(H4), (H6) and that

H is locally Lipschitz continuous in Rn × [0, T ]× Rn. (1.11)

Let u be the viscosity solution of (1.1)–(1.2). Let (x, t) ∈ Rn × (0, T ) and set γ := u(x, t).

(1) If p ∈ D−
x u(x, t), then

I(x, t;u0, γ)e
−C1t − β(1− e−C1t) ≦ |p| ≦ S(x, t;u0, γ)e

C1t + β(eC1t − 1).

(2) If p ∈ D+
x u(x, t), then |p| ≦ S(x, t;u0, γ)e

C1t + β(eC1t − 1).

As with Theorem 1.2, we derive an upper bound for gradients together with the lower bound.
Both bounds seem to be new for solutions to level-set equations.

We also show that the technique to prove Theorem 1.4 applies to m-homogeneous Hamiltonian
with m > 1. For the details, see [HH.p, Theorems 5.4 and 5.7].

1.4 Literature overview

As we have already mentioned, lower bound gradient estimates for solutions to (1.1)–(1.2) are
derived in [L.01] with a different approach. We will describe the results and compare them with our
results in Section 6. In [L.01] the author employs a notion of Barron-Jensen solutions ([BJ.90]) and
derives the gradient estimates by carefully studying the inf-convolution of the solution. One of the
key facts in the proof is that the inf-convolution is a subsolution of (1.1) with an appropriate error.
In [BLM.12] lower gradient bounds are obtained for solutions to second-order geometric equations.
For the proof, continuous dependence property for solutions is used in a crucial way. This gradient
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estimate is applied to prove short time uniqueness of solutions to nonlocal geometric equations.
See also [BL.06, BCLM.08, BCLM.09] for related results for nonlocal first-order equations.

We mention other types of lower bound estimates for gradients of solutions. A lower bound
for the spatially Lipschitz constant ‖Dxu(·, t)‖L∞(Rn) is investigated in [F.18, HK.p]. In [F.18]
lower bounds with the optimal order of t are derived for linear parabolic equations and Hamilton-
Jacobi equations. More general fully nonlinear parabolic equations are studied in [HK.p]. For
surface evolution problems, improved level-set equations are proposed in [HN.16, H.19] so that
initial gradients are preserved on the zero level-sets of solutions.

2 Proof of the main results

In this section, we present the outline of the proof of Theorem 1.2 and 1.4. For the sake of simplicity,
we only prove the lower bounds.

Outline of the proof of Theorem 1.2. We recall the basic idea stated in the introduction. When H
satisfies the additional conditions (H5) and (H3)st, for a differentiable point (x, t) of u, we obtain
the following estimates

|Dxu(x, t)| ≧ |η(0)|e−C1t − β(1− e−C1t), |x− ξ(0)| ≦ R(x, t),

where (ξ, η) is the solution of (1.4). Let ε ∈ (0, 1] andHε be the approximate Hamiltonian satisfying
(H5) and (H3)st (for the approximation methods, see [HH.p, section 2.3]). Let uε be the viscosity
solution of (1.7)–(1.2). By the stability result, uε converges to u locally uniformly in Rn × [0, T )
as ε → +0.

Suppose that p ∈ D−
x u(x, t). By Lemma [HH.p, Lemma A.1], there exist sequences {(xε, tε)}ε∈(0,1] ⊂

Rn × (0, T ) and {pε}ε∈(0,1] ⊂ Rn such that

pε ∈ D−
x uε(xε, tε), (xε, tε) → (x, t), pε → p as ε → +0. (2.1)

Then we obtain
|pε| ≧ Iε(xε, tε;u0)e

−C1tε − β(1− e−C1tε),

where

Iε(x, t;u0) := inf
{
|p|

∣∣∣ p ∈ D−
pru0(y), y ∈ BRε(x,t)(x)

}
,

Rε(x, t) :=




(
B2 + ε

A2
+ |x|

)
(eA2t − 1) if A2 > 0,

(B2 + ε)t if A2 = 0.

Take an arbitrary δ > 0. Then, since Rε(y, s) → R(x, t) as (y, s, ε) → (x, t,+0), there exists
some θ ∈ (0, 1] such that

Rε(y, s) < R(x, t) + δ for all (y, s) ∈ Bθ(x, t) and ε ∈ (0, θ). (2.2)

For ε > 0 small enough, we have (xε, tε) ∈ Bθ(x, t) and ε ∈ (0, θ), and so Rε(xε, tε) < R(x, t) + δ
by (2.2). This implies that

|pε| ≧ inf
{
|q|

∣∣∣ q ∈ D−
pru0(y), y ∈ BR(x,t)+δ(x)

}
· e−C1tε − β(1− e−C1tε)

Sending ε → +0 and δ → +0, we obtain the desired inequalities.
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estimate is applied to prove short time uniqueness of solutions to nonlocal geometric equations.
See also [BL.06, BCLM.08, BCLM.09] for related results for nonlocal first-order equations.

We mention other types of lower bound estimates for gradients of solutions. A lower bound
for the spatially Lipschitz constant ‖Dxu(·, t)‖L∞(Rn) is investigated in [F.18, HK.p]. In [F.18]
lower bounds with the optimal order of t are derived for linear parabolic equations and Hamilton-
Jacobi equations. More general fully nonlinear parabolic equations are studied in [HK.p]. For
surface evolution problems, improved level-set equations are proposed in [HN.16, H.19] so that
initial gradients are preserved on the zero level-sets of solutions.

2 Proof of the main results

In this section, we present the outline of the proof of Theorem 1.2 and 1.4. For the sake of simplicity,
we only prove the lower bounds.

Outline of the proof of Theorem 1.2. We recall the basic idea stated in the introduction. When H
satisfies the additional conditions (H5) and (H3)st, for a differentiable point (x, t) of u, we obtain
the following estimates

|Dxu(x, t)| ≧ |η(0)|e−C1t − β(1− e−C1t), |x− ξ(0)| ≦ R(x, t),

where (ξ, η) is the solution of (1.4). Let ε ∈ (0, 1] andHε be the approximate Hamiltonian satisfying
(H5) and (H3)st (for the approximation methods, see [HH.p, section 2.3]). Let uε be the viscosity
solution of (1.7)–(1.2). By the stability result, uε converges to u locally uniformly in Rn × [0, T )
as ε → +0.

Suppose that p ∈ D−
x u(x, t). By Lemma [HH.p, Lemma A.1], there exist sequences {(xε, tε)}ε∈(0,1] ⊂

Rn × (0, T ) and {pε}ε∈(0,1] ⊂ Rn such that

pε ∈ D−
x uε(xε, tε), (xε, tε) → (x, t), pε → p as ε → +0. (2.1)

Then we obtain
|pε| ≧ Iε(xε, tε;u0)e

−C1tε − β(1− e−C1tε),

where

Iε(x, t;u0) := inf
{
|p|

∣∣∣ p ∈ D−
pru0(y), y ∈ BRε(x,t)(x)

}
,

Rε(x, t) :=




(
B2 + ε

A2
+ |x|

)
(eA2t − 1) if A2 > 0,

(B2 + ε)t if A2 = 0.

Take an arbitrary δ > 0. Then, since Rε(y, s) → R(x, t) as (y, s, ε) → (x, t,+0), there exists
some θ ∈ (0, 1] such that

Rε(y, s) < R(x, t) + δ for all (y, s) ∈ Bθ(x, t) and ε ∈ (0, θ). (2.2)

For ε > 0 small enough, we have (xε, tε) ∈ Bθ(x, t) and ε ∈ (0, θ), and so Rε(xε, tε) < R(x, t) + δ
by (2.2). This implies that

|pε| ≧ inf
{
|q|

∣∣∣ q ∈ D−
pru0(y), y ∈ BR(x,t)+δ(x)

}
· e−C1tε − β(1− e−C1tε)

Sending ε → +0 and δ → +0, we obtain the desired inequalities.

Outline of the proof of Theorem 1.4. We first consider the case where H is a smooth Hamiltonian
satisfying (H6). Then we have

〈DpH(x, t, p), p〉 = H(x, t, p) (2.3)

for all (x, t, p) ∈ Rn × [0, T ]×Rn. In fact, differentiating both the sides of H(x, t, λp) = λH(x, t, p)
with respect to λ > 0, we find that 〈DpH(x, t, λp), p〉 = H(x, t, p). Letting λ = 1, we obtain (2.3).

Making a use of (2.3), one can observe that the viscosity solution u of (1.1)–(1.2) keeps its value
along ξ for each (x, t) ∈ Rn × (0, T ), that is,

u(x, t) = u0(ξ(0)). (2.4)

Since η(0) ∈ D−
pru0(ξ(0)), this observation suggests that the generalized gradients of u at (x, t)

depend on D−
pru0(y) only for y such that u(x, t) = u0(y). In other words, the gradients depend on

the initial gradients on the same level-set.
In the case where H is not smooth, we approximate H by smooth Hε. Then it is naturally

expected that
Hε(x, t, p) ≈ 〈DpHε(x, t, p), p〉.

Let us define an error function Eε as

Eε(x, t, p) := Hε(x, t, p)− 〈DpHε(x, t, p), p〉. (2.5)

Then, by [HH.p, Lemma 5.2], we have

|Eε(x, t, p)| ≦ (A2|x|+A2ε+B2 + 1)ε (2.6)

for all (x, t, p) ∈ Rn × [0, T ]× Rn.
Let uε be the viscosity solution of (1.7)–(1.2). Suppose that p ∈ D−

x u(x, t). Then (2.1) holds
for some {(xε, tε)}ε∈(0,1] ⊂ Rn × (0, T ) and {pε}ε∈(0,1] ⊂ Rn. We let (ξε, ηε) ∈ C1([0, 1])2 be the
solution of the approximate Hamiltonian system:

{
ξ′ε(s) = DpHε(ξε(s), s, ηε(s)),

η′ε(s) = −DxHε(ξε(s), s, ηε(s)),

with the terminal condition

ξε(tε) = xε, ηε(tε) = pε = Dxuε(xε, tε).

By simple calculation, we find that

uε(xε, tε) = u0(ξε(0))−
∫ tε

0
Eε(ξε(s), s, ηε(s)) ds.

Now, by [HH.p, Lemma 3.5], we have

ξε(s) ∈ BRε(xε,tε)(xε) (s ∈ [0, tε]), (2.7)

which implies that there exists some K > 0 independent of ε and s such that |ξε(s)| ≦ K for all
ε ∈ (0, 1] and s ∈ [0, tε]. Then, by (2.6)

|Eε(ξε(s), s, ηε(s))| ≦ (A2|ξε(s)|+A2ε+B2 + 1)ε ≦ (A2K +A2ε+B2 + 1)ε,
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and therefore

|uε(xε, tε)− u0(ξε(0))| ≦
∫ tε

0
|Eε(ξε(s), s, ηε(s))| ds ≦ (A2K +A2ε+B2 + 1)εtε. (2.8)

Take any δ > 0 and choose ε small enough that

|x− xε| <
δ

2
, Rε(xε, tε) < R(x, t) +

δ

2
(2.9)

(see (2.2)) and

|uε(xε, tε)− u(x, t)| < δ

2
, (A2K +A2ε+B2 + 1)εtε <

δ

2
. (2.10)

Using (2.7) and (2.9), we have

|x− ξε(0)| ≦ |x− xε|+ |xε − ξε(0)| <
δ

2
+Rε(xε, tε) < R(x, t) + δ. (2.11)

In addition, (2.8) and (2.10) imply that

|u0(ξε(0))− γ| ≦ |u0(ξε(0))− uε(xε, tε)|+ |uε(xε, tε)− u(x, t)| < δ. (2.12)

Since u is differentiable at (ξε, ηε), we have

|pε| ≧ |ηε(0)|e−C1tε − β(1− e−C1tε).

Recalling that ηε(0) ∈ D−
pru0(ξε(0)) by [ACS.20, Theorem 3.2], we deduce from (2.11) and (2.12)

that

|pε| ≧ inf
{
|q|

∣∣∣ q ∈ D−
pru0(y), y ∈ BR(x,t)+δ(x), |u0(y)− γ| ≦ δ

}
· e−C1tε

− β(1− e−C1tε).

Finally, we send ε → +0 and δ → +0 to conclude the proof.

3 Comparison with [L.01]

In this section, we compare our results with the ones in [L.01]. Let us start by stating the results
obtained in [L.01]. Moreover, we rephrase our gradient estimates under the same assumptions as
[L.01].

For a given x0 ∈ Rn and r > 0, the following assumption (U1) is imposed on u0 in [L.01]:

(U1) There exists a constant θ > 0 such that

|p| ≧ θ for all x ∈ Br(x0) and p ∈ D−u0(x).

When H satisfies (H6), the next assumption (U2) is considered:

(U2) There exists a constant θ > 0 such that

|u0(x)|+ |p| ≧ θ for all x ∈ Rn and p ∈ D−u0(x).
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and therefore

|uε(xε, tε)− u0(ξε(0))| ≦
∫ tε

0
|Eε(ξε(s), s, ηε(s))| ds ≦ (A2K +A2ε+B2 + 1)εtε. (2.8)

Take any δ > 0 and choose ε small enough that

|x− xε| <
δ

2
, Rε(xε, tε) < R(x, t) +

δ

2
(2.9)

(see (2.2)) and

|uε(xε, tε)− u(x, t)| < δ

2
, (A2K +A2ε+B2 + 1)εtε <

δ

2
. (2.10)

Using (2.7) and (2.9), we have

|x− ξε(0)| ≦ |x− xε|+ |xε − ξε(0)| <
δ

2
+Rε(xε, tε) < R(x, t) + δ. (2.11)

In addition, (2.8) and (2.10) imply that

|u0(ξε(0))− γ| ≦ |u0(ξε(0))− uε(xε, tε)|+ |uε(xε, tε)− u(x, t)| < δ. (2.12)

Since u is differentiable at (ξε, ηε), we have

|pε| ≧ |ηε(0)|e−C1tε − β(1− e−C1tε).

Recalling that ηε(0) ∈ D−
pru0(ξε(0)) by [ACS.20, Theorem 3.2], we deduce from (2.11) and (2.12)

that

|pε| ≧ inf
{
|q|

∣∣∣ q ∈ D−
pru0(y), y ∈ BR(x,t)+δ(x), |u0(y)− γ| ≦ δ

}
· e−C1tε

− β(1− e−C1tε).

Finally, we send ε → +0 and δ → +0 to conclude the proof.

3 Comparison with [L.01]

In this section, we compare our results with the ones in [L.01]. Let us start by stating the results
obtained in [L.01]. Moreover, we rephrase our gradient estimates under the same assumptions as
[L.01].

For a given x0 ∈ Rn and r > 0, the following assumption (U1) is imposed on u0 in [L.01]:

(U1) There exists a constant θ > 0 such that

|p| ≧ θ for all x ∈ Br(x0) and p ∈ D−u0(x).

When H satisfies (H6), the next assumption (U2) is considered:

(U2) There exists a constant θ > 0 such that

|u0(x)|+ |p| ≧ θ for all x ∈ Rn and p ∈ D−u0(x).

Let us further define
r(x, t) := e(A2+B2+A2|x|)t − 1

and
D(x0, r) := {(x, t) ∈ Rn × (0, T ) | (r(x0, t) + 1)(|x− x0|+ 1)− 1 < r}.

Following [L.01], we call the set D(x0, r) the domain of dependence with the base Br(x0). The
lower bound gradient estimates in [L.01] are stated as follows:

Theorem 3.1 ([L.01, Theorem 4.2 and its proof]). Assume that H satisfies (H1)–(H3). Let u be
a viscosity solution of (1.1)–(1.2).

(1) Let x0 ∈ Rn, r > 0 and assume (U1). Then, for any t0 ∈ (0, T ] satisfying

θ2 − 2βC1e
5
2
C1T t0 > 0,

we have

|p| ≧ θ̃e−
5
4
C1t for all (x, t) ∈ D(x0, r) ∩ (Rn × (0, t0)) and p ∈ D−

x u(x, t), (3.1)

where θ̃ :=

√
θ2 − 2βC1e

5
2
C1T t0, and β and C1 are the constants in (H1).

(2) Assume furthermore that H satisfies (H6) and that β = 0 in (H1). Assume (U2). Then there
exists a constant C = C(θ) > 0 such that

|u(x, t)|+ 1

4
e

5
2
C1t|p|2 ≧ C for all (x, t) ∈ Rn × (0, T ) and p ∈ D−

x u(x, t).

Next, we restate our results under the assumptions (U1) and (U2). For a given x0 ∈ Rn and
r > 0, let us define

E(x0, r) := {(x, t) ∈ Rn × (0, T ) | R(x, t) + |x− x0| < r},

where R(x, t) is the constant defined in (1.6). The set E(x0, r) is the domain of dependence with
the base Br(x0) obtained in this paper. The lower bound gradient estimates in [HH.p] are stated
as follows:

Theorem 3.2 (Gradient estimates under (U1), (U2)). Assume that H satisfies (H1)–(H4). Let u
be the viscosity solution of (1.1)–(1.2).

(1) Let x0 ∈ Rn, r > 0 and assume (U1). Then,

|p| ≧ θe−C1t − β(1− e−C1t) for all (x, t) ∈ E(x0, r) and p ∈ D−
x u(x, t), (3.2)

where β and C1 are the constants in (H1).

(2) Assume furthermore that H satisfies (H6) and (1.11). Assume (U2). Then,

|u(x, t)|+ eC1t|p| ≧ θ − β(eC1t − 1) for all (x, t) ∈ Rn × (0, T ) and p ∈ D−
x u(x, t).

In particular, if β = 0 in (H1), then

|u(x, t)|+ eC1t|p| ≧ θ for all (x, t) ∈ Rn × (0, T ) and p ∈ D−
x u(x, t).
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We consider the lower bound in (3.1). Since t < t0 ≦ T , the lower bound satisfies

θ̃e−
5
4
C1t = e−

5
4
C1t

√
θ2 − 2βC1e

5
2
C1T t0 ≦ e−

5
4
C1t

√
θ2 − 2βC1e

5
2
C1tt.

We compare the right-hand side with our lower bound obtained in (3.2).
Let us prepare notations.

Definition 3.3. For θ > 0, we define

l(t) = e−
5
4
C1t

√
θ2 − 2βC1e

5
2
C1tt, L(t) = θe−C1t − β(1− e−C1t),

where β and C1 are the constants in (H1). When β = 1, we define tl, tL > 0 as the unique numbers
such that l(tl) = 0 and L(tL) = 0.

Remark 3.4. We have l(0) = L(0) = θ, and both l and L are decreasing with respect to t. Moreover,
for the constant t0 in Theorem 3.1 (1), we have l(t0) > 0. Therefore, t0 < tl when β = 1.

The next theorems show that our result gives a sharper lower bound, holds for a longer time,
and is obtained in a larger set.

Theorem 3.5 (Lower bound). Let θ > 0. Assume that C1 > 0.

(1) If β = 0, then l(t) < L(t) for all t ∈ (0,∞).

(2) If β = 1, then tl < tL and l(t) < L(t) for all t ∈ (0, tl].

Theorem 3.6 (Domain of dependence). Let x0 ∈ Rn and r > 0. Then

D(x0, r) = E(x0, r) if (A2, B2) = (0, 0), D(x0, r) ⊊ E(x0, r) if (A2, B2) �= (0, 0).

Figures 1 shows D(x0, r) and E(x0, r) for several A2 and B2 in the case where |x0| < r. For
more details, see [HH.p, Remark 6.7].

4 Future work

• Does the lower bound estimate hold in some sense if the Hamiltonian H = H(x, t, p) is not
convex with respect to p?

• How about the case where Hamiltonian H depends on u?

• How about the initial boundary value problems?

• How about a second-order Hamilton-Jacobi equation such as the mean curvature equation?

• How about on a metric space?
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Figure 1: D(x0, r) and E(x0, r).
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Bounds on the gradient of minimizers in variational denoising
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1 Variational denoising and functions of bounded variation

In this talk, we will discuss a class of functionals originating in mathematical imaging. An
image can be modeled as a function w ∈ L1(Ω)N . Here Ω is a bounded, Lipschitz domain
in Rd. In the case of actual images such as photographs, d = 2. For monochrome images
N = 1, for RGB color images N = 3. However, the same functionals are also of interest in
the analysis of signals (d = 1) or any other type of data sets.

We consider a class of convex functionals E : L1(Ω)N → [0, ∞] given as a sum of fidelity
F and regularizer R,

E(w) = F(w − f) + R(w).

Here f is a given noisy image. The fidelity term measures discrepancy between w and f . For
simplicity, let us restrict to the case

F(w − f) = 1
2

∫

Ω
|w − f |2 with f ∈ L2(Ω)N , (1)

where | · | is the Euclidean norm. We will assume that the regularizer is of form

R(w) =
∫

Ω
ρ(Dw), (2)

where ρ : RN×d → [0, ∞[ is convex. Note that we can always extend our functionals to the
whole L1(Ω)N by prescribing their value as ∞ outside their natural domain. Under broad
assumptions on ρ there exists a minimizer u of E . Owing to strict convexity of F , it is unique.
In the case of superlinear growth, such as ρ(ξ) ∼ |ξ|p with p > 1, finiteness of E(w) implies
Sobolev regularity of w. In particular, the minimizer u cannot have jump discontinuities.
This is undesirable in applications to image processing, as images of good quality tend to
have sharp contours.

In [15] (see also [7]), the authors proposed to use the total variation regularizer, formally
given by

TV (w) =
∫

Ω
|Dw| (3)

for noise removal. Minimization of E with R = λTV (λ > 0 — parameter chosen empirically)
came to be known as the Rudin-Osher-Fatemi denoising model. The total variation is a
prototypical example of a regularizer of linear growth, which under assumption (2) means
that

λ|ξ| ≤ ρ(ξ) ≤ Λ(1 + |ξ|) with Λ ≥ λ > 0. (4)

1
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In this case, E generically does not admit a minimizer in the Sobolev space W 1,1(Ω)N ; this is
related to the lack of reflexivity of this space. Instead one needs to non-trivially extend the
functional to a larger space

BV (Ω)N = {w ∈ L1(Ω)N : Dw is a vector Radon measure}.

For w ∈ BV (Ω)N , Dw = Daw + Dsw is the decomposition of Dw into absolutely continuous
and singular part w. r. to the Lebesgue measure and Dw = νw |Dw| is the polar decomposition
of Dw. Note that we use here for simplicity the ”physicist’s notation” where measures on
Ω are treated as functions on Ω, in particular the symbol ”d” is omitted and the Lebesgue
measure is identified with the unity on Ω, and therefore also omitted. One then defines a
measure ρ(Dw) by

ρ(Dw) = ρ(Daw) + ρ∞(νw)|Dsw|,

where ρ∞ : RN×d → [0, ∞[ given by ρ∞(ξ) = limt→∞ ρ(tξ)/t for ξ ∈ RN×d is the perspective
function of ρ. With this understanding, extending R by ∞ outside BV (Ω)N , E forms a lower
semicontinuous functional on L1(Ω)N [10, 9, 1]. By the Rellich-Kondrashov theorem, the
embedding BV (Ω)N ⊂ L1(Ω)N is compact and so E indeed admits a (unique) minimizer u.

The space BV (Ω)N is significantly larger than W 1,1(Ω)N ; in particular it is not separable.
For example, characteristic function of any Lipschitz proper subset U of Ω belongs to BV (Ω),
but not to W 1,1(Ω). In this case, D1U = −νU Hd−1 ¬

∂U , where νU is the outer normal vector
of U and Hd−1 ¬

∂U denotes the restriction of the d−1 dimensional Hausdorff measure to ∂U .
In general, for any w ∈ BV (Ω)N one can extract a jump part of Dw that is supported on a
d−1-dimensional set. In order to introduce it, let us recall that, given a function w ∈ L1(Ω)N ,
x ∈ Ω is called a point of approximate continuity of w if there exists z ∈ RN such that

lim
r→0+

1
rd

∫

Bx(r)∩Ω
|w − z| = 0.

On the other hand, if there exist ν ∈ Rd, w−, w+ ∈ RN , w− ̸= w+ such that

lim
r→0+

1
rd

∫

B±
x,ν(r)∩Ω

|w − w±| = 0, where B±
x,ν(r) = {y ∈ Bx(r) : ± ν · (y − x) > 0},

then x is an approximate jump point of w. Denoting by Sw the set of points of approximate
discontinuity of w (i. e. the complement of points of approximate continuity) and by Jw the
jump set of w (i. e. the set of approximate jump points of w), we have Jw ⊂ Sw. The Federer-
Vol’pert theorem [1] states that if w ∈ BV (Ω)N , then Sw is a countably Hd−1-rectifiable set,
Hd−1(Sw \ Jw) = 0 and

Djw := Dw
¬
Jw = νw ⊗ (w+ − w−) Hd−1 ¬

Jw.

Clearly Djw ⊥ Ld, so we can ultimately decompose Dw into the (Lebesgue) absolutely
continuous part, the jump part, and the remaining Cantor part Dcw = Dw

¬ Ω \ Su:

Dw = Daw + Djw + Dcw.
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2 Bounds on the gradient in the scalar case

It is natural to ask whether the minimizer u of E does not actually belong to W 1,1(Ω)N ;
or if it does not, what can we say about the singular part of the gradient Dsu. Let us for
now focus on the scalar case N = 1. Looking at examples in the simple case R = λTV ,
d = 1 (see Figure 1), we observe that if f ∈ BV (Ω) \ W 1,1(Ω) has jump discontinuities,
the minimizers (for small enough λ > 0) also exhibit jump discontinuities, corresponding to
non-trivial singular gradient. However, those discontinuities occur only at jump points of f .
In fact this is a consequence of a more general observation.

Theorem 1 (Briani, Chambolle, Novaga, Orlandi 2011 [4]; Bonforte, Figalli 2012 [3]). Let
R = λTV , d = 1 and f ∈ BV (Ω). Then

|Du| ≤ |Df | as Borel measures. (5)

In other words, |Du|(B) ≤ |Df |(B) for any Borel set B ⊂ Ω. This proposition can be
demonstrated using density of step functions; if f is a step function, the minimizer can be
explicitly characterized.

Figure 1: Example f and u in the case d = N = 1, R = λTV , λ = 1/6.

A pointwise estimate on the whole measure Du of form (5) does not hold if d > 1. In
fact, it remains an open question even in the case of scalar TV regularizer whether

|Dsu| ≤ |Dsf | as Borel measures.

However, analogous estimate is known for the jump part of Du.

Theorem 2 (Caselles, Chambolle, Novaga 2007 [5]; Caselles, Jalalzai, Novaga 2013 [6]). Let
R = λTV , d > 1 and f ∈ BV (Ω) ∩ L∞(Ω). Then

|Dju| ≤ |Djf | as Borel measures. (6)

The proof follows via analysis of level sets of the minimizer, which can be showed to solve
a prescribed mean curvature problem. This technique, as it is, does not seem to be applicable
if N > 1. However, the authors generalize it to a class of ρ different than the Euclidean norm,
including other smooth norms.

If ρ is not differentiable, there are examples where (6) fails. A simple example like that
in the case TV1, where ρ is the ℓ1 norm on Rd, can be found in [14], see Figure 2. This is
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Figure 2: Example f and u in the case d = 2, R = λTV1 with a suitable choice of λ.

Figure 3: Example f and u in the case d = 2, R = λTV1 with a suitable choice of λ.

related to the phenomenon of facet breaking observed in crystalline mean curvature flows, see
e. g. [2]. More strikingly, the minimizer u can exhibit jump discontinuities even if f is smooth
up to the boundary [12], see Figure 3. However, this can only happen if Ω is non-convex.

Theorem 3 (�L., Rybka 2021 [13]). Let R be of form (2), where ρ is any convex function of
linear growth, and suppose that Ω is convex. If f ∈ BV (Ω), then

∫

Ω
ρ∞(Dsu) ≤

∫

Ω
ρ∞(Dsf). (7)

In particular, if f ∈ W 1,1(Ω), then u ∈ W 1,1(Ω). Moreover, if f ∈ W 1,p(Ω) then u ∈ W 1,p(Ω)
for p > 1.

In the proof, working with a smooth regularization of the problem, we obtain an estimate
for solutions to the corresponding Euler-Lagrange equation

div Dξρ(Du) = u − f in Ω, νΩ · Dξρ(Du) = 0 on ∂Ω. (8)

Here we have denoted by Dξρ the derivative of ρ with respect to its argument, to distinguish
it from derivatives of functions on Ω. We differentiate the equation and test it with Dξψ(Du),

－88－



Figure 2: Example f and u in the case d = 2, R = λTV1 with a suitable choice of λ.

Figure 3: Example f and u in the case d = 2, R = λTV1 with a suitable choice of λ.

related to the phenomenon of facet breaking observed in crystalline mean curvature flows, see
e. g. [2]. More strikingly, the minimizer u can exhibit jump discontinuities even if f is smooth
up to the boundary [12], see Figure 3. However, this can only happen if Ω is non-convex.

Theorem 3 (�L., Rybka 2021 [13]). Let R be of form (2), where ρ is any convex function of
linear growth, and suppose that Ω is convex. If f ∈ BV (Ω), then

∫

Ω
ρ∞(Dsu) ≤

∫

Ω
ρ∞(Dsf). (7)

In particular, if f ∈ W 1,1(Ω), then u ∈ W 1,1(Ω). Moreover, if f ∈ W 1,p(Ω) then u ∈ W 1,p(Ω)
for p > 1.

In the proof, working with a smooth regularization of the problem, we obtain an estimate
for solutions to the corresponding Euler-Lagrange equation

div Dξρ(Du) = u − f in Ω, νΩ · Dξρ(Du) = 0 on ∂Ω. (8)

Here we have denoted by Dξρ the derivative of ρ with respect to its argument, to distinguish
it from derivatives of functions on Ω. We differentiate the equation and test it with Dξψ(Du),

where ψ = ψ̃ ◦ ρ, ψ̃ convex and non-decreasing. On the r. h. s. we get by convexity of ψ
∫

Ω
Dξψ(Du) · (Du − Df) ≥

∫

Ω
ψ(Du) −

∫

Ω
ψ(Df).

On the l. h. s., integrating the divergence by parts (we skip details of the calculation) we
obtain

∫

Ω
Dξψ(Du) · Ddiv Dξρ(Du)

= −
∫

Ω
Tr(D2

ξψ(Du) D2u D2
ξρ(Du) D2u) +

∫

∂Ω
Dξψ(Du) · DDξρ(Du) · νΩ. (9)

The integrand in the first term is non-negative by convexity of ρ and ψ. As for the second
term, we extend νΩ smoothly to a neighborhood of ∂Ω and calculate

Dξψ(Du) · DDξρ(Du) · νΩ = ψ̃′(ρ(Du))Dξρ(Du) · DDξρ(Du) · νΩ

= ψ̃′(ρ(Du))Dξρ(Du) · D(Dξρ(Du) · νΩ) − ψ̃′(ρ(Du))Dξρ(Du) · DνΩ · Dξρ(Du).

The first term on the r. h. s. vanishes owing to the Neumann boundary condition Dξρ(Du) ·
νΩ = 0. The second term can be rewritten as ψ̃′(ρ(Du))A∂Ω(Dξρ(Du), Dξρ(Du)), where A∂Ω

is the second fundamental form of ∂Ω. By convexity of Ω it is non-negative. Summing up,
we obtain ∫

Ω
ψ(Du) ≤

∫

Ω
ψ(Df).

Passing to the limit with the regularization parameter (omitted in the calculations above),
we obtain for f ∈ BV (Ω) and ψ̃ of linear growth

∫

Ω
ψ(Dau) +

∫

Ω
ψ∞(νu) |Dsu| ≤

∫

Ω
ψ(Daf) +

∫

Ω
ψ∞(νf ) |Dsf |.

Choosing ψ(ξ) = (ρ(ξ) − k)+, k > 0, we have ψ∞ = ρ∞. Passing to the limit k → ∞ we
obtain (7).

On the other hand, choosing ψ(ξ) = ρ(ξ)p, p > 1, we obtain for any f ∈ W 1,p(Ω)
∫

Ω
ρ(Du)p ≤

∫

Ω
ρ(Df)p,

thus proving the second part of the assertion.

3 Bounds on the gradient in the vectorial case

As in the case of Theorem 2, the proof of Theorem 3 only works in the scalar case N = 1. If
N > 1, the first term on the r. h. s. of (9) does not necessarily have a definite sign. However, a
similar technique can be used to obtain local estimates in the case N > 1, d = 1, generalizing
Theorem 1.

Theorem 4 (Grochulska, �L. preprint 2022 [11]). Let N > 1, d = 1 and let f ∈ BV (Ω)N .
Suppose that R is of form (2). If ρ is a norm, then

|Du| ≤ |Df | as Borel measures.
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If ρ = ρ̃ ◦ φ, where φ is a norm on RN and ρ̃ is convex, increasing and of linear growth, then
there exists c ≥ 1 such that

|Dsu| ≤ c|Dsf | as Borel measures. (10)

If moreover φ is the Euclidean norm or ρ is strictly convex and differentiable, (10) holds with
c = 1.

Let us give a sketch of proof of the first part of the theorem, where ρ is assumed to be a
norm. We again work with a regularized problem, while still assuming for simplicity that the
regularized ρ is a norm. We differentiate the Euler-Lagrange equation (8) and test it with
hDu/|Du|, where h is a non-negative C∞

c function on Ω. On the r. h. s., recalling that ξ/|ξ|
is the derivative of the convex function ξ → |ξ|,

∫

Ω
h

Du

|Du|
· (Du − Df) ≥

∫

Ω
h|Du| −

∫

Ω
h|Df |.

On the l. h. s., integrating by parts,
∫

Ω
h

Du

|Du|
·D2(Dξρ(Du)) = −

∫

Ω

(
Dh

Du

|Du|
+ h

|Du|
(D2u − Du

|Du|
· D2u

Du

|Du|
)
)

·D2
ξρ(Du)D2u

= −
∫

Ω

h

|Du|
D2u · D2

ξρ(Du)D2u ≤ 0,

where we have used convexity of ρ and that by 1-homogeneity of ρ

D2
ξρ(Du) Du = d

dt
Dξρ(tDu)

∣∣∣∣
t=1

= d
dt

Dξρ(Du)
∣∣∣∣
t=1

= 0.

Thus, we obtain for any non-negative h ∈ C∞
c (Ω)

∫

Ω
h|Du| ≤

∫

Ω
h|Df |.

This inequality passes to the limit with vanishing regularization parameter in unchanged
form. By a standard result in measure theory, we conclude that |Du| ≤ |Df | as measures.

The proof of the second assertion follows along similar lines, however we need to use a
more involved test function of form h gk(φ(Du))Du. This form lets us exploit homogeneity
of φ as before. A choice that works turns out to be

gk(σ) = (σ − k)+
σ2 ρ̃′(σ).

The role of the parameter k is as in the proof of Theorem 3. However, ξ → gk(φ(ξ))ξ is not
a derivative of convex function, which makes the limit passage in the proof more difficult.
This can be circumvented by using equivalence of norms on RN , which leads to appearance
of the constant c in (10). From the point of view of image processing context, where the
minimization procedure is often iterated, such constant is undesirable. Alternatively, under
the stronger assumption on ρ, we have stronger convergence of the approximating sequence,
which leads to the optimal result with c = 1. One could ask whether we could use density
of ”regular” integrands ρ to prove the optimal result for general ρ. This is prevented by
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very weak continuity properties of the ”singular part map” u → Dsu. In particular, it is not
continuous with respect to the strict (or area-strict) convergence on BV (Ω)N .

As mentioned before, this type of methods has not yet produced results in the case d > 1,
N > 1. On the other hand, it turns out it is possible to generalize Theorem 2 to the
multi-dimensional vectorial case. A major step in this direction was made by T. Valkonen
[16], who proposed a variational technique based on a special construction of competitors
involving inner variations. He introduced an assumption of double-Lipschitz comparability of
regularizers, under which his method works. This assumption is rather complicated and not
easy to check. It is checked for scalar TV and so-called Huber-TV in [16], and for some more
complicated regularizers in [17]. The case N > 1 has not been explicitly considered in those
papers. Moreover, an estimate on the ”vertical” size of jumps is not provided, only jump
inclusion Ju ⊂ Jf .

It turns out that jump inclusion as well as bounds on jump size can be derived under a
modest assumption of differentiability of the regularizer along inner variations at u, i. e.

τ → R(uτ
h) is differentiable at 0 for any h ∈ C∞

c (Ω)d, where uτ
h(x) = u(x + τh(x)). (11)

Theorem 5 (Chambolle, �L. in preparation [8]). Let f ∈ BV (Ω)N ∩ L∞(Ω)N and suppose
that E has a minimizer u ∈ BV (Ω)N ∩ L∞(Ω)N . If R is convex and (11) holds, then Ju ⊂ Jf

and
|u+ − u+|2 ≤ (u+ − u−) · (f+ − f−) Hd−1-a. e. on Ju. (12)

In particular,
|Dju| ≤ |Djf | as Borel measures.

Note that here we do not assume anything about the structure of R, instead requiring
directly that E attains its minimum on BV (Ω)N . This is the case for any R of form (2) with
ρ of linear growth, but there are many more examples. We also require that the minimizer
u is bounded for bounded f . In the scalar case N = 1 this holds for R of form (2) with any
ρ of linear growth. In the vectorial case this is not necessarily the case, but it does hold for
most typical examples. Alternatively, it can always be enforced by adding a pointwise box
constraint w(x) ∈ K ⊂ RN (with K convex, bounded) to the regularizer. If a regularizer R is
differentiable along inner variations, then its constrained version also has this property. In the
case of R of form (2), the differentiability assumption (11) is satisfied for ρ such as coordinate-
wise ℓp norms, 1 < p < ∞, or more natural p-Schatten norms A → (Tr(AT A)p/2)1/p with
1 ≤ p < ∞, in particular for the nuclear norm (i. e. the 1-Schatten norm). On the other hand,
it does not hold for the ∞-Schatten norm (i. e. the operator norm). However it does hold
for the so-called softmax function A → log(Tr exp

√
AT A), whose recession function coincides

with the operator norm. Moreover, any R of form (2) with convex ρ of linear growth such
that ρ and ρ∞ are differentiable outside 0 satisfies (11).

The basic premise of the proof is that while R is differentiable along inner variations at u,
the fidelity term is not, in general. Since u is the minimizer, the difference between left and
right limits of difference quotients gives some information about u at jump points. However
considering pure inner variations only gives weak information. An important idea found in
[16] is to use mixed variations of form

uτ,ϑ
h = ϑuτ

h + (1 − ϑ)u.
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The regularizer is not necessarily differentiable along such variations, but by convexity of R
we nevertheless have, denoting Rh(τ) = R(uτ

h),

1
τ (R(u±τ,ϑ

h ) − R(u)) ≤ ϑ
τ (R(u±τ

h ) − R(u)) → ±ϑR′
h(0) as τ → 0

for ϑ ∈ [0, 1]. Therefore, by minimality of u,

0 ≤ ±ϑR′
h(0) + lim inf

τ→0+
1
τ (F(u±τ,ϑ

h − f) − F(u − f))

and, summing these two inequalities,

0 ≤ lim inf
τ→0+

1
τ (F(uτ,ϑ

h − f) − F(u − f)) + lim inf
τ→0+

1
τ (F(u−τ,ϑ

h − f) − F(u − f))

= lim inf
τ→0+

1
2τ

∫

Ω
|ϑuτ

h + (1 − ϑ)u − f |2 − |u − f |2 + lim inf
τ→0+

1
2τ

∫

Ω
|ϑu−τ

h + (1 − ϑ)u − f |2 − |u − f |2

= lim inf
τ→0+

ϑ
2τ

∫

Ω
(ϑuτ

h +(2−ϑ)u−2f) ·(uτ
h −u)+lim inf

τ→0+
ϑ
2τ

∫

Ω
(ϑu−τ

h +(2−ϑ)u−2f) ·(u−τ
h −u).

(13)

Now we recall that a cylinder Qx0(r) of small radius r > 0 and length 2r centered at an
approximate jump point x0 of u with axis νu(x0) can be divided into half-cylinders where
u ≈ u±(x0). If we take h approximating 1Qx0 (r)νu(x0), then uτ

h −u ≈ 0 except at a cylindrical
strip of radius r and length τ , where uτ

h ≈ u+ and u ≈ u−. Similarly, u−τ
h − u ≈ 0 except

at a cylindrical strip where u−τ
h ≈ u− and u ≈ u+. Thus, evaluating the limits in (13) and

averaging over the base of the cylinder, we get roughly

0 ≤ ϑ
2 (ϑu+ + (2 − ϑ)u− − 2f−) · (u+ − u−) + ϑ

2 (ϑu− + (2 − ϑ)u+ − 2f+) · (u− − u+),

where f± are one-sided traces of f along the jump of u which are known to exist Hd−1-a. e.
[1]. Dividing the inequality by ϑ and passing to the limit ϑ → 0+, we get

0 ≤ (u− −f−)·(u+ −u−)+(u+ −f+)·(u− −u+) = (f+ −f−)·(u+ −u−)−(u+ −u−)·(u+ −u−).

In particular Ju ⊂ Jf and (12) holds. We also deduce

|u+ − u−| ≤ |f+ − f−|

and hence |Dju| ≤ |Djf | as measures.
We note that Theorem 5 can be generalized in several directions. For example, we can

consider fidelity terms of form

F(w − f) =
∫

Ω
ϕ(w − f)

for any convex ϕ. If ϕ is strictly convex, then jump inclusion Ju ⊂ Jf holds. We can also
obtain bounds similar to (12), which however depend strongly on ϕ.
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Time decay estimates of Lp-Lq type for the Stokes
semigroup arising from two-phase incompressible

viscous flows

Hirokazu Saito (The University of Electro-Communications)∗

1 Introduction

Let us consider a two-phase free boundary problem for two incompressible viscous
fluids, fluid+ and fluid−, in the presence of a uniform gravitational field acting vertically
downward in RN for N ≥ 2. At time t ≥ 0, fluid+ occupies

Ω+(t) = {(x′, xN) : x
′ = (x1, . . . , xN−1) ∈ RN−1, xN > η(x′, t)},

while fluid− occupies

Ω−(t) = {(x′, xN) : x
′ = (x1, . . . , xN−1) ∈ RN−1, xN < η(x′, t)},

where η = η(x′, t) is called the height function and needs to be determined as part of
the problem. The interface Γ(t) between fluid+ and fluid− is given by

Γ(t) = {(x′, xN) : x
′ = (x1, . . . , xN−1) ∈ RN−1, xN = η(x′, t)}.

Let ρ± be the densities of fluid±, and let µ± be the viscosity coefficients of fluid±.
In this talk, we assume that ρ+, ρ−, µ+, and µ− are positive constants and that surface
tension is included on Γ(t). We call fluid+ the upper fluid and fluid− the lower fluid.

Define Ω̇(t) = Ω+(t) ∪ Ω−(t) for each t ≥ 0. We denote the fluid velocity by
u = u(x, t) = (u1(x, t), . . . , uN(x, t))

T, where the superscript T denotes the transpose,
and the fluid pressure by p = p(x, t) at x ∈ Ω̇(t) with t ≥ 0. The above two-phase free
boundary problem is governed by the two-phase Navier-Stokes equations, see e.g. [3]
or [8], and admits the trivial steady state (η,u, p) = (0, 0, c) with a constant c. We
linearize the two-phase Navier-Stokes equations around the trivial steady state, and
then we achieve the following two-phase Stokes equations:




∂tη − uN |xN=0 = d on RN−1, t > 0,

∂tu− ρ−1 Div(µD(u)− pI) = f in ṘN , t > 0

divu = g in ṘN , t > 0,

[[(µD(u)− pI)eN ]] + ([[ρ]]γa + σ∆′)ηeN = h on RN−1, t > 0,

[[u]] = 0 on RN−1, t > 0,

η|t=0 = η0 on RN−1,

u|t=0 = u0 in ṘN ,

(1.1)

where

ṘN = RN
+ ∪RN

− , RN
± = {(x′, xN) : x

′ = (x1, . . . , xN−1),±xN > 0}.

∗ e-mail: hsaito@uec.ac.jp
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Here the right members d, f , g, h, η0, and u0 are given functions; uN |xN=0 is the
trace of uN on the hyperplane xN = 0; ρ and µ are given by

ρ =

{
ρ+ in RN

+ ,

ρ− in RN
− ,

µ =

{
µ+ in RN

+ ,

µ− in RN
− ;

(1.2)

I is the N×N identity matrix and eN = (0, . . . , 0, 1)T; γa is the acceleration of gravity,
while σ is the surface tension coefficient, where both γa and σ are positive constants.

Let ∂t = ∂/∂t and ∂j = ∂/∂xj for j = 1, . . . , N . Then divu =
∑N

j=1 ∂juj, ∆
′η =∑N−1

j=1 ∂2
j η, and

D(u) = ∇u+ (∇u)T for ∇u =




∂1u1 . . . ∂Nu1
...

. . .
...

∂1uN . . . ∂NuN


 .

Furthermore, we set for a scalar-valued function u = u(x)

∇u = (∂1u, . . . , ∂Nu)
T, ∆u =

N∑
j=1

∂2
ju

and set for a matrix-valued function M = (Mij(x))1≤i,j≤N

DivM =

( N∑
j=1

∂jM1j, . . . ,

N∑
j=1

∂jMNj

)T

.

This gives us

Div(µD(u)− pI) = µ(∆u+∇ divu)−∇p in ṘN ,

where ∆u = (∆u1, . . . ,∆uN).
For f = f(x) = f(x′, xN) defined on ṘN , [[f ]] stands for the jump of the quantity f

across the flat interface xN = 0, i.e.,

[[f ]] = [[f ]](x′) = lim
xN→0+

(f(x′, xN)− f(x′,−xN)) ,

where lims→a+ g(s) is the right-hand limit of g(s) at a ∈ R. In particular, [[ρ]] = ρ+−ρ−.
It is well-know that the trivial steady state is unstable due to the effect of gravity if

the upper fluid is heavier than the lower one, i.e., if ρ+ > ρ−. This instability is called
the Rayleigh-Taylor instability, see [1], [3]. On the other hand, we treat in this talk the
following two cases: (i) the lower fluid is heavier than the upper one, i.e., ρ− > ρ+; (ii)
the two fluids have equal density, i.e., ρ− = ρ+. In these two cases, we introduce time
decay estimates of Lp-Lq type for an analytic C0-semigroup associated with (1.1).

2 Semigroup setting

Let G be an open set in RN and 1 ≤ p ≤ ∞. We denote the Lebesgue spaces on
G by Lp(G) and the Sobolev spaces on G by Hm

p (G) for m ∈ N, where N is the set of
all positive integers. Let N0 = N ∪ {0} and q ∈ (1,∞). Define

Ĥ1
q (R

N) = {u ∈ L1,loc(R
N) : ∂α

xu ∈ Lq(R
N) for |α| = 1},
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where ∂α
xu = ∂α1

1 . . . ∂αN
N u for any multi-index α = (α1, . . . , αN) ∈ NN

0 . The Sobolev-
Slobodeckij spaces on RN−1 are denoted by W s

q (R
N−1) for s ∈ (0,∞) \ N. For a =

(a1(x), . . . , aN(x))
T and b = (b1(x), . . . , bN(x))

T, we set

(a,b)ṘN =
N∑
j=1

∫

ṘN

aj(x)bj(x) dx.

Let us consider the following weak problem: for a given f ∈ Lq(Ṙ
N)N find u ∈

Ĥ1
q (R

N) such that

(ρ−1∇u,∇φ)ṘN = (f ,∇φ)ṘN for any φ ∈ Ĥ1
q′(R

N), (2.1)

where ρ is defined as (1.2) and q′ = q/(q − 1). The next proposition is proved by [7].

Proposition 2.1. Let q ∈ (1,∞) and q′ = q/(q − 1). Then the following assertions
hold.

(1) Existence. For any f ∈ Lq(Ṙ
N)N , (2.1) admits a solution u ∈ Ĥ1

q (R
N) satisfying

‖∇u‖Lq(RN ) ≤ C‖f‖Lq(ṘN ) with some positive constant C.

(2) Uniqueness. If u ∈ Ĥ1
q (R

N) satisfies

(ρ−1∇u,∇φ)ṘN = 0 for any φ ∈ Ĥ1
q′(R

N),

then u = c for some constant c.

Let f ∈ Lq(Ṙ
N) and g ∈ W

1−1/q
q (RN−1). Choose an extension g̃ ∈ H1

q (R
N
+ ) of g

such that g̃|xN=0 = g on RN−1 and ‖g̃‖H1
q (R

N
+ ) ≤ C‖g‖

W
1−1/q
q (RN−1)

. Let g̃0 be the zero

extension of g̃, i.e., g̃0 = g̃ in RN
+ and g̃0 = 0 in RN

− . Proposition 2.1 tells us that there

exists ũ ∈ Ĥ1
q (R

N) such that

(ρ−1∇ũ,∇φ)ṘN = (f − ρ−1∇g̃0,∇φ)ṘN for any φ ∈ Ĥ1
q′(R

N)

and

‖∇ũ‖Lq(RN ) ≤ C
(
‖f‖Lq(ṘN ) + ‖g‖

W
1−1/q
q (RN−1)

)
.

Define u = ũ+ g̃0 ∈ Ĥ1
q (R

N) +H1
q (Ṙ

N). Then u satisfies

(ρ−1∇u,∇φ)ṘN = (f ,∇φ)ṘN for any φ ∈ Ĥ1
q′(R

N),

‖∇u‖Lq(ṘN ) ≤ C
(
‖f‖Lq(ṘN ) + ‖g‖

W
1−1/q
q (RN−1)

)
, (2.2)

and also it follows from [[ũ]] = 0 and [[g̃0]] = g that

[[u]] = g. (2.3)

Let (η,u) ∈ W
3−1/q
q (RN−1)×H2

q (Ṙ
N)N . Choose in (2.2) and (2.3)

f = ρ−1 Div(µD(u)), g = eN · [[µD(u)eN ]] + ([[ρ]]γa + σ∆′)η,
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where ρ, µ are defined as (1.2). Then the mapping

K : W 3−1/q
q (RN−1)×H2

q (Ṙ
N)N � (η,u) �→ K(η,u) ∈ Ĥ1

q (R
N) +H1

q (Ṙ
N)

can be defined in the following manner:

{
(ρ−1∇K(η,u),∇φ)ṘN = (ρ−1 Div(µD(u)),∇φ)ṘN for any φ ∈ Ĥ1

q′(R
N),

[[K(η,u)]] = eN · [[µD(u)eN ]] + ([[ρ]]γa + σ∆′)η on RN−1.

Define the space of solenoidal vector fields by

Jq(Ṙ
N) = {f ∈ Lq(Ṙ

N)N : (f ,∇φ)ṘN = 0 for any φ ∈ Ĥ1
q′(R

N)},

where q ∈ (1,∞) and q′ = q/(q − 1). We set

Xq = W 2−1/q
q (RN−1)× Jq(Ṙ

N),

‖(η,u)‖Xq = ‖η‖
W

2−1/q
q (RN−1)

+ ‖u‖Lq(ṘN ),

and we introduce the Stokes operator Aq as follows:

Aq(η,u) = (uN |xN=0, ρ
−1 Div(µD(u)−K(η,u)I))

with the domain

D(Aq) = {(η,u) ∈ (W 3−1/q
q (RN−1)×H2

q (Ṙ
N)N) ∩Xq :

[[µD(u)eN ]]− (eN · [[µD(u)eN ]])eN = 0, [[u]] = 0 on RN−1}.

Then Aq generates an analytic C0-semigroup on Xq, see [5] for more details.

Proposition 2.2. Suppose that N ≥ 2 and that ρ+, ρ−, µ+, µ−, γa, and σ are positive
constants. Let q ∈ (1,∞). Then the following assertions hold.

(1) Aq is densely defined closed operator on Xq.

(2) Aq generates an analytic C0-semigroup (S(t))t≥0 on Xq.

Remark 2.3. (1) We call (S(t))t≥0 the Stokes semigroup in this talk.

(2) Let (η,u) = S(t)(η0,u0) for (η0,u0) ∈ Xq with q ∈ (1,∞). Then (η,u) is a unique
solution to (1.1) with (d, f , g,h) = (0, 0, 0, 0).

3 Time decay estimates of the Stokes semigroup

Let P1 and P2 be the projections defined by

P1 : Xq → W 2−1/q
q (RN−1), P2 : Xq → Jq(Ṙ

N),

where q ∈ (1,∞). For the Stokes semigroup (S(t))t≥0, we set

H(t)(η0,u0) = P1S(t)(η0,u0), U(t)(η0,u0) = P2S(t)(η0,u0).

We now introduce time decay estimates for H(t)(η0,u0) and U(t)(η0,u0). Let us
start with the case ρ− > ρ+.
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Theorem 3.1 ([6]). Suppose that N ≥ 2 and that γa, σ, ρ+, ρ−, µ+, and µ− are
positive constants with ρ− > ρ+. Let 1 < p < 2 ≤ q < ∞ and

(η0,u0) ∈ (Lp(R
N−1)× Lp(Ṙ

N)N) ∩Xq,

and let ε1 be a constant satisfying

0 < ε1 < min

(
1, 2(N − 1)

(
1

p
− 1

2

))
.

Let j ∈ N0, α
′ ∈ NN−1

0 with |α′| ≤ 2, and β ∈ NN
0 with |β| ≤ 2. Then there exist

positive constants δ1 and C, independent of η0 and u0, such that for any t ≥ 1

‖∂j
t ∂

α′

x′ H(t)(η0,u0)‖W 1−1/q
q (RN−1)

≤ C
(
t−

4(N−1)
5

(
1
p
− 1

q

)
− 2

5
j− 4

5
|α′|‖(η0,u0)‖Lp(RN−1)×Lp(ṘN )N

+ t−
N−1

2

(
1
p
− 1

q

)
−j− 1

2
|α′|− 3

4
ε1‖(η0,u0)‖Lp(RN−1)×Lp(ṘN )N

+ e−δ1t‖(η0,u0)‖Xq

)
,

‖∂j
t ∂

β
xU(t)(η0,u0)‖Lq(ṘN )

≤ C
(
t−

4(N−1)
5 ( 1

p
− 1

q )−
4
5(

1
2
− 1

q )−
2
5
j− 1

5
|β|‖(η0,u0)‖Lp(RN−1)×Lp(ṘN )N

+ t−
N
2 (

1
p
− 1

q )−j− 1
2
|β|‖(η0,u0)‖Lp(RN−1)×Lp(ṘN )N

+ e−δ1t‖(η0,u0)‖Xq

)
.

We next introduce decay properties in the case ρ− = ρ+.

Theorem 3.2 ([6]). Suppose that N ≥ 2 and that γa, σ, ρ+, ρ−, µ+, and µ− are
positive constants with ρ− = ρ+. Let 1 < p < 2 ≤ q < ∞ and

(η0,u0) ∈ (Lp(R
N−1)× Lp(Ṙ

N)N) ∩Xq,

and let ε2 be a constant satisfying

0 < ε2 < min

(
1

3
,
2N

3

(
1

p
− 1

2

))
.

Let j ∈ N0, α
′ ∈ NN−1

0 with |α′| ≤ 1, and β ∈ NN
0 with |β| ≤ 2. Then there exist

positive constants δ2 and C, independent of η0 and u0, such that for any t ≥ 1

‖∂j
t ∂

α′

x′ ∇′H(t)(η0,u0)‖W 1−1/q
q (RN−1)

≤ C
(
t−

4(N−1)
7

(
1
p
− 1

q

)
− 4

7(
1
p
− 1

2)−
6
7
j− 4

7
|α′|‖(η0,u0)‖Lp(RN−1)×Lp(ṘN )N

+ t−
N−1

2

(
1
p
− 1

q

)
− 1

2(
1
p
− 1

2)−j− 1
2
|α′|− 1

4
ε2‖(η0,u0)‖Lp(RN−1)×Lp(ṘN )N

+ e−δ2t‖(η0,u0)‖Xq

)
,

‖∂j
t ∂

β
xU(t)(η0,u0)‖Lq(ṘN )

≤ C
(
t−

4N
7 (

1
p
− 1

q )−
6
7
j− 3

7
|β|‖(η0,u0)‖Lp(RN−1)×Lp(ṘN )N
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+ t−
N
2 (

1
p
− 1

q )−j− 1
2
|β|‖(η0,u0)‖Lp(RN−1)×Lp(ṘN )N

+ e−δ2t‖(η0,u0)‖Xq

)
,

where ∇′ = (∂1, . . . , ∂N−1)
T.

4 Idea of the proof of main results

See [6] for the detailed proof of main results, Theorems 3.1 and 3.2. In what
follows, we introduce briefly the reason why the decay rate t−(4(N−1)/5)(1/p−1/q) appears
in Theorem 3.1 and the decay rate t−(4(N−1)/7)(1/p−1/q) appears in Theorem 3.2

The system (1.1) with (d, f , g,h) = (0, 0, 0, 0) leads us to the following resolvent
problem independent of time t:




λη − uN |xN=0 = η0 on RN−1,

λu− ρ−1 Div(µD(u)− pI) = u0 in ṘN ,

divu = 0 in ṘN ,

[[(µD(u)− pI)eN ]] + ([[ρ]]γa + σ∆′)ηeN = 0 on RN−1,

[[u]] = 0 on RN−1.

(4.1)

Solution formulas of this resolvent problem are obtained in [8] via the partial Fourier
transform with respect to x′ = (x1, . . . , xN−1) and its inverse transform. We focus on
the boundary symbol, called also the Lopatinskii determinant, appearing in the solution
formulas in what follows.

Let us define, for ξ′ = (ξ1, . . . , ξN−1) ∈ RN−1 and λ ∈ C \ (−∞,−z0|ξ′|2] with
z0 = min(µ+/ρ+, µ−/ρ−),

A = |ξ′|, B± =

√
ρ±
µ±

λ+ |ξ′|2, D± = µ±B± + µ∓A,

where one has chosen a branch cut along the negative real axis and a branch of the
square root so that �

√
z > 0 for z ∈ C \ (−∞, 0]. In [8], the boundary symbol of (4.1)

is calculated as follows:

L(A, λ) = λF (A, λ) + A(−[[ρ]]γa + σA2)(D+ +D−),

where

F (A, λ) = −(µ+ − µ−)
2A3 + [(3µ+ − µ−)µ+B+ + (3µ− − µ+)µ−B−]A

2

+ [(µ+B+ + µ−B−)
2 + µ+µ−(B+ + B−)

2]A

+ (µ+B+ + µ−B−)(µ+B
2
+ + µ−B

2
−).

The following lemma then holds.

Lemma 4.1. Suppose that N ≥ 2 and that γa, σ, ρ+, ρ−, µ+, and µ− are positive
constants. Let ξ′ ∈ RN−1 and λ ∈ C \ (−∞,−z0|ξ′|2]. Define

α1 =
−[[ρ]]γa
ρ+ + ρ−

, α2 =
σ

ρ+ + ρ−
,

and

LA(λ) = λ2 +
4AD+D−

(ρ+ + ρ−)(D+ +D−)
λ+ α1A+ α2A

3.

Then L(A, λ) = (ρ+ + ρ−)(D+ +D−)LA(λ).
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Remark 4.2. We observe that α1 is negative when ρ+ > ρ− and α1 is positive when
ρ− > ρ+. In addition, α1 = 0 when ρ− = ρ+.

Concerning zeros of LA(λ), we have the following lemma.

Lemma 4.3. Suppose that N ≥ 2 and that γa, σ, ρ+, ρ−, µ+, and µ− are positive
constants. Then there exists a positive constant A0 ∈ (0, 1) such that the following
assertions hold for any A = |ξ′| ∈ (0, A0).

(1) Suppose ρ+ > ρ−. Then LA(λ) has a simple zero λ∗ with �λ∗ > 0 and

λ∗ = |α1|1/2A1/2 + o(A1/2) as A → 0+.

(2) Suppose ρ− ≥ ρ+ and set

Θ =

{
1/4 when ρ− > ρ+,

3/4 when ρ− = ρ+,
α =

{
α1 when ρ− > ρ+,

α2 when ρ− = ρ+.

Then LA(λ) has two simple zeros λ± with �λ± < 0 and

λ± = ±iα1/2A2Θ −
√
2α1/4β(1± i)A1+Θ + o(A1+Θ) as A → 0+,

where i =
√
−1 and β is a positive constant given by

β =

√
ρ+µ+

√
ρ−µ−

(ρ+ + ρ−)(
√
ρ+µ+ +

√
ρ−µ−)

.

Suppose ρ− ≥ ρ+ and define

ζ± = ±iα1/2A2Θ −
√
2α1/4β(1± i)A1+Θ,

which yields
λ± = ζ± + o(A1+Θ) as A → 0+.

Let x′ · ξ′ =
∑N−1

j=1 xjξj and

û(ξ′) =

∫

RN−1

e−ix′·ξ′u(x′) dx′, F−1
ξ′ [v(ξ′)](x′) =

1

(2π)N−1

∫

RN−1

eix
′·ξ′v(ξ′) dξ′.

In the proof of Theorems 3.1 and 3.2, we treat the following type of operators to obtain
time decay estimates:

T±(t)f = F−1
ξ′ [eζ±tf̂(ξ′)](x′) for t > 0.

These operators cause the decay rates mentioned above. More precisely, we have

Proposition 4.4. Suppose that N ≥ 2 and that γa, σ, ρ+, ρ−, µ+, and µ− are positive
constants with ρ− ≥ ρ+. Let 1 ≤ p ≤ 2 ≤ q ≤ ∞. Then there exists a positive constant
C such that for any f ∈ Lp(R

N−1) and for any t > 0

‖T±(t)f‖Lq(RN−1) ≤ Ct−
N−1
1+Θ (

1
p
− 1

q )‖f‖Lp(RN−1).
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Remark 4.5. Since 1/(1 + Θ) = 4/5 when ρ− > ρ+ and 1/(1 + Θ) = 4/7 when
ρ− = ρ+, we see from Proposition 4.4 that

‖T±(t)f‖Lq(RN−1) ≤ C‖f‖Lp(RN−1) ×



t−

4(N−1)
5 ( 1

p
− 1

q ) when ρ− > ρ+,

t−
4(N−1)

7 ( 1
p
− 1

q ) when ρ− = ρ+.

In the remaining part, we prove Proposition 4.4. To this end, we introduce

Lemma 4.6. Let θ > 0 and ν > 0. Then the following assertions hold.

(1) Let 1 ≤ r ≤ s ≤ ∞. Then for any t > 0 and φ ∈ Lr(R
N−1)

‖F−1
ξ′ [e−νt|ξ′|θ φ̂(ξ′)]‖Ls(RN−1) ≤ Ct−

N−1
θ ( 1

r
− 1

s)‖φ‖Lr(RN−1),

where C is a positive constant independent of t and φ.

(2) Let 1 ≤ r ≤ 2. Then for any t > 0 and φ ∈ Lr(R
N−1)

‖e−νt|ξ′|θ φ̂‖L2(RN−1) ≤ Ct−
N−1

θ ( 1
r
− 1

2)‖φ‖Lr(RN−1),

where C is a positive constant independent of t and φ.

Proof. (1) See e.g. [2, Lemma 3.1], [9, Lemma 2.5].
(2) It holds by Parseval’s theorem that

‖e−νt|ξ′|θ φ̂‖L2(RN−1) = (2π)(N−1)/2‖F−1
ξ′ [e−νt|ξ′|θ φ̂]‖L2(RN−1),

which, combined with (1) for s = 2, furnishes the desired estimate. This completes the
proof of Lemma 4.6.

Let us continue the proof of Proposition 4.4. We write T±(t)f as

T±(t)f = F−1
ξ′ [e(ℜζ±/4)t · e−(ℜζ±/2)teζ±t · e(ℜζ±/4)tf̂(ξ′)](x′).

By Lemma 4.6 (1) with (r, s) = (2, q), θ = 1 + Θ, and ν =
√
2α1/4β/4

‖T±(t)f‖Lq(RN−1) ≤ Ct−
N−1
1+Θ (

1
2
− 1

q )‖F−1
ξ′ [e−(ℜζ±/2)teζ±t · e(ℜζ±/4)tf̂(ξ′)]‖L2(RN−1),

which, combined with Parseval’s theorem, furnishes that

‖T±(t)f‖Lq(RN−1) ≤ Ct−
N−1
1+Θ (

1
2
− 1

q )‖e−(ℜζ±/2)teζ±t · e(ℜζ±/4)tf̂(ξ′)‖L2(RN−1).

It now holds that

|e−(ℜζ±/2)teζ±t| = |e(ℜζ±/2)t| ≤ 1 for any t > 0,

and thus
‖T±(t)f‖Lq(RN−1) ≤ Ct−

N−1
1+Θ (

1
2
− 1

q )‖e(ℜζ±/4)tf̂(ξ′)‖L2(RN−1).

Combining this with Lemma 4.6 (2) for r = p, θ = 1 + Θ, and ν =
√
2α1/4β/4 shows

‖T±(t)f‖Lq(RN−1) ≤ Ct−
N−1
1+Θ (

1
2
− 1

q ) · t−
N−1
1+Θ (

1
p
− 1

2)‖f‖Lp(RN−1),

which yields the desired inequality of Proposition 4.4. This completes the proof of
Proposition 4.4.
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Boundary Conditions for Cylindrical Traveling
Waves of Reaction-Diffusion Equations
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Abstract

In the talk, I would like to study the boundary effect of the Dirichlet or
Neumann condition for traveling waves of reaction-diffusion equations in a
cylinder. At the beginning, I will introduce some different properties for these
two conditions in a bounded domain, such as symmetry and stability. Next,
I would like construct traveling waves by a variational approach. In addition,
as the diffusion of cross section for the Dirichlet problem approaches to zero,
the traveling wave will be close to a planar wave in some sense. Based on a
variational method, we discuss such a phenomenon and some related results.

1 Introduction

In this talk, I study the so-called the FitzHugh-Nagumo system(FHNS) in a cylinder
Ω. Suppose (x, y) ∈ Ω := R1 × ω and ω is a bounded C2,α domain in RN .

ut = d1uxx + d2∆yu+ f(u)− v,

τvt = d3vxx + d4∆yv + u− γv,

u|∂Ω = v|∂Ω = 0 or
∂u

∂ν
=

∂v

∂ν
= 0,

where τ, d1, d2, d3, d4, γ > 0, f(u) = u(1 − u)(u − β), 0 < β < 1
2
and ν is the outer

unit normal of Ω.
In particular, as γ = ∞, the system will be reduced as a scalar equation, so-called

Nagumo’s equation (NE):

ut = d1uxx + d2∆yu+ f(u),

u|∂Ω = 0 or
∂u

∂ν
= 0.

∗Department of Mathematics, National Chung Cheng University, Taiwan
(cchuang@ccu.edu.tw).
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2 Steady States of (NE) on Bounded Domains

Now, we study some properties of steady states for (NE) on a bounded domain.

2.1 Symmetry

In 1979, B. Gidas, W.-M. Ni, and L. Nirenberg [3] proved the following theorem.

THEOREM 2.1. Suppose f is locally Lipschitz continuous and u > 0 solves

d2∆yu+ f(u) = 0 in BR(0),

u = 0 on ∂BR(0).

Then u must be radially symmetric, i.e., u(y) = u(|y|) =: u(r), and u′(r) < 0 for
all 0 < r < R.

Remark. There exists a non-symmetric solution for Neumann problems. For
example: d2u

′′(y) + u(1− u)(u− 1/2) = 0, u′(±1) = 0 and d2 � 1.

2.2 Stability

In 1978, Casten and Holland [2] proved the following result.

THEOREM 2.2. If ω is a convex domain and v is a stable solution for

d2∆yu+ f(u) = 0 in ω, (2.1)

∂u

∂ν
= 0 on ∂ω, (2.2)

then u must be a constant.

Remark 1. There exists a stable nonconstant steady state for (2.1)-(2.2) in a
dumbbell-shaped domain.
Remark 2. There exists a stable steady state for Dirichlet Problems in a convex
domain. For example: d2u

′′ + u(1− u)(u− β) = 0, u(±1) = 0 and d2 � 1.

2.3 Concentration and Boundary Layer

In general, the Dirichlet condition and Neumann condition are independent of the
study on PDE. However, in view of calculus of variation, we can construct a con-
nection of those two boundary conditions in some sense. Consider

d2∆yu+ f(u) = 0 in ω, (2.3)

∂v

∂ν
= 0 or v = 0 on ∂ω, (2.4)
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associated with the functional

E[u] =

∫

ω

(
d2
2
|∇yu|2 + F (u)

)
dy.

Here F (u) = −
∫ u

0
f(s)ds. We know that the admissible class of E for Dirichlet’s

condition (DC) is H1
0 (ω) and one for Nuemann’s condition (NC) is H1(ω), respec-

tively. Since H1
0 (ω) is a subspace of H1(ω), we can explain why solutions for (DC)

is better than ones for (NC), such as Theorem 2.1 and Theorem 2.2 . Another
viewpoint is concerned about the concentration for the minimizer of E. In fact, we
have the following properties.

THEOREM 2.3. Let ud2 be the minimizer of E on H1
0 (ω). If d2 � 1, then

0 > E[ud2 ] > minH1(ω) E = |ω|F (1). In addition, ud2 → 1 locally in ω as d2 → 0
and minH1

0 (ω)
E → minH1(ω) E as d2 → 0.

This theorem gives a connection between (DC) and (NC) on a bounded domain.
Our main purpose of this talk is to generalize this property to traveling waves of
(NE) and (FHNS).

3 Boundary Conditions for Cylindrical Traveling

Waves of (NE)

Consider

ut = d1uxx + d2∆yu+ f(u), (3.1)

u|∂Ω = 0 or
∂u

∂ν
= 0. (3.2)

3.1 Construction of Traveling Waves

Based on the develop of construction for traveling waves in [4] and [5]. Letting the
moving coordinate of traveling wave be ξ = c(x−d1ct), we have that the wave profile
w(ξ, y) = u(x, y, t) satisfies

d1c
2(wξξ + wξ) + d2∆yw + f(w) = 0 in Ω, (3.3)

w = 0 or
∂w

∂ν
= 0 on ∂Ω. (3.4)

Consider

Ψ[w] :=
−
∫∞
−∞ eξE[w]dξ

d1
2

∫
Ω
eξw2

ξdξdy
(3.5)

LetH1
0 (e

ξ,Ω) be the weight Sobolev space with the weight eξ in Ω. For Dirichlet’s
problem, we have the following result.
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THEOREM 3.1. If d2 ≤ d∗ for some small d∗ > 0, then there exists w0 ∈
H1

0 (e
ξ,Ω) and c0 > 0 such that

c20 = sup
H1

0 (e
ξ,Ω)

Ψ = Ψ[w0]. (3.6)

In addition, w0 is a strictly decreasing.

3.2 Boundary Conditions for Traveling Waves

In the proof of [5], we know that if w0(ξ, y) satisfies supH1(eξ,Ω) Ψ = Ψ[w0], then w0

is independent of y, In other words, the traveling wave is just planar. Applying a
test function argument, we can prove the wave speed for (DC) converges to the wave
speed for (NC).

THEOREM 3.2. If (w, c) solves

d1c
2(wξξ + wξ) + d2∆yw + f(w) = 0 in Ω,

w(−∞, y) = v∗(y), w(∞, y) = 0 in ω,

w = 0 on ∂Ω.

Then c → θ as d2 → 0, where (φ(ξ), θ) solves

d1θ
2(φξξ + φξ) + f(φ) = 0,

φ(−∞) = 1, φ(∞) = 0.

4 Traveling Waves of (FHNS)

Consider

ut = d1uxx + d2∆yu+ f(u)− v, (4.1)

τvt = d3vxx + d4∆yv + u− γv, (4.2)

u|∂Ω = v|∂Ω = 0 or
∂u

∂ν
=

∂v

∂ν
= 0. (4.3)

Due to the limitation of our technique, we assume τ = d3
d1
. Letting the moving

coordinate of traveling wave be ξ = c(x − d1ct), we have that the wave profiles
satisfy

d1c
2(uξξ + uξ) + d2∆yu+ f(u)− v = 0, (4.4)

d3c
2(vξξ + vξ) + d4∆yv + u− γv = 0. (4.5)

By scaling with respect to c, we may assume d3 = 1. Observing that (4.5) is a
linear equation, we can formally solve v, expressed in term of u. Denote v by Bc[u].
Consequently, system (4.4)-(4.5) is reduced to a single equation:

d1c
2(uξξ + uξ) + d2∆yu+ f(u)− Bc[u] = 0. (4.6)
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4

Moreover, (4.6) is the Euler-Lagrange equation of the nonlocal functional Φc[u],
defined by

Φc[u] =
1

2

∫

Ω

eξ(d1c
2u2

x + d2|∇yu|2) +
∫

Ω

eξF (u) +
1

2

∫

Ω

eξuBc[u].

In 2016, C.-N. Chen, C.-C. Chen and C.C. Huang [1] study this problem with
d1 = d2 = d4 = 1, i.e.,

c2(uξξ + uξ) + ∆yu+ f(u)− v = 0, (4.7)

c2(vξξ + vξ) + ∆yv + u− γv = 0 (4.8)

THEOREM 4.1. Suppose γ > 9
2β2−5β+2

. Then

(a) If ω contains a sufficiently large ball, then there exists a traveling wave solving
(4.7)-(4.8) with (DC).
(b) The traveling wave solving (4.7)-(4.8) with (NC) is just planar.

Following the proof of [1], we can consider any ω and any γ > 0 for (4.4)-(4.5)
with (NC) . For u ∈ H := H1(eξ,Ω), set

B̃c[u] :=

(
−c2(

∂2

∂x2
+

∂

∂x
)− d4∆y + γ

)−1

[u], (4.9)

Φ̃c[u] =

∫

Ω

eξ
(
d1
2
u2
ξ +

d2
2
|∇yu|2 + F (u) +

1

2
uB̃c[u]

)
dξdy, (4.10)

and

µ̃c := inf
B
Φ̃c, (4.11)

where B := {1
2

∫
Ω
eξu2

ξ = 1}.
Based on the eigenfunction decomposition method, we can compare the value of

nonlocal term for (ξ, y)- and ξ- direction in the following lemma.

LEMMA 4.2. Assume that γ >
√

d4
d2
. Let c > 0, D = −c2( ∂2

∂ξ2
+ ∂

∂ξ
) + γ and

L = D−1. Then

Φ̃c[u] ≥
∫

ω

∫ ∞

−∞
eξ(

d1c
2

2
u2
ξ + F (u) +

1

2
uLu) dξdy (4.12)

and the equality holds if and only if u depends on ξ only.

Therefore, we can prove the main theorem.

THEOREM 4.3. Let γ >
√

d4
d2
. Suppose u ∈ B and Φ̃c[u] = µ̃c = 0, then ∇yu ≡ 0.
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D’ALEMBERT FORMULA APPROACH TO SEMI-LINEAR
SYSTEMS OF WAVE EQUATIONS WITH OR WITHOUT

THE NULL CONDITION

KUNIO HIDANO

Abstract. It is well known that in finite time, singularity generally occurs in
solutions to the Cauchy problem for the scalar wave equation ∂2

t u−∆u = (∂tu)
2

in n = 1, 2, 3 space dimensions no matter how small and smooth initial data is.
The first half of this talk is concerned with global existence of small solutions to
multiple-speed systems of wave equations with quadratic nonlinear terms in one
space dimension. Under a certain condition that creates nice cancellation, we
obtain global solutions for small data. Building upon the d’Alembert formula, our
proof employs a point-wise estimation approach. The weight functions of our sup
norms are dependent on the propagation speeds, and they are useful in observing
that gain of time decay occurs in the nonlinear interaction of two waves with
different propagation speeds. In our argument, gain of time decay is observed also
for the derivatives in the characteristic directions, and we can thereby allow for
“null-form” nonlinear interactions of waves with equal propagation speed. Before
the end of the first half of my talk, an unpublished result of Tartar is mentioned.

The second half of this talk is concerned with global existence of small solutions
to multiple-speed systems of nonlinear wave equations in three space dimensions.
We are interested in certain two-speed and three-component systems with qua-
dratic nonlinear terms that so far have fallen beyond the capability of existing
techniques. At the price of assuming radial symmetry, we resort to a point-wise
estimation approach. Then the standard energy estimate is no longer necessary,
and the proof of global existence is based on the iteration argument using only
weighted sup norms. Again, our weight functions depend on the propagation
speeds, and they are useful in observing that gain of time decay occurs in the
product of derivatives of two components with different propagation speeds. This
gain compensates for a small loss of decay of a certain component, and we can
carry out the iteration globally in time. Gain of time decay is observed also for “the
tangential derivatives”, and we thereby allow for some null forms in the nonlinear
terms.

1. 1-d semi-linear systems of wave equations

The first half of my talk is concerned with global existence of small solutions to

semi-linear systems of wave equations in one space dimension of the form

∂2
t ui − c2i ∂

2
xui =

m∑
j, k=1

1∑
α, β=0

Bαβ
ijk(∂αuj)(∂βuk), t > 0, x ∈ R, (1.1)

This talk is based on a joint work with Kazuyoshi Yokoyama (Hokkaido University of Science).
1
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2 K.HIDANO

subject to the initial condition

ui(0) = fi, ∂tui(0) = gi, (1.2)

where i = 1, 2, . . . ,m(∈ N), ci > 0, and Bαβ
ijk ∈ R. Without loss of generality, we

assume Bαβ
ijk = Bβα

ikj. We know by the result of Masuda [20] that even for small and

smooth data, the scalar equation

∂2
t u−∆u = (∂tu)

2, t > 0, x ∈ R (1.3)

has solutions that become singular in finite time. Suppose that the coefficients Bαβ
ijk

satisfy the following: For i = 1, 2, . . . ,m and for j, k with cj = ck, we have

1∑
α, β=0

Bαβ
ijkXαXβ = 0 for any X = (X0, X1) ∈ R2 with X2

0 = c2jX
2
1 , (1.4)

which implies that the nonlinear terms of the system (1.1) have the form of sum of

constant-multiples of

(∂αuj)(∂βuk) with j, k satisfying cj �= ck, (1.5)

(∂tuj)(∂tuk)− c2j(∂xuj)(∂xuk) with j, k satisfying cj = ck (1.6)

or

(∂tuj)(∂xuk)− (∂xuj)(∂tuk) with j, k (j �= k) satisfying cj = ck. (1.7)

Assuming (1.4), we aim at showing that the system (1.1) admits a global C2-solution

for small, smooth, and decaying (sufficiently fast as |x| → ∞) data.

Our primary interest lies in the case where there exist some indices, say j and

k, such that cj �= ck and we aim at showing that this difference together with the

condition (1.5) serves for suppressing the occurrence of singularity in small solutions

to (1.1). Also, we attempt to show that the quadratic terms with the special form

(1.6) or (1.7) play a similar role. Our main theorem reads as follows.

Theorem 1.1. Suppose (1.4). Let (fi, gi) ∈ C2(R) × C1(R). Then, there exists a

constant ε0 > 0 such that if
m∑
i=1

(
sup
x∈R

〈x〉κ|f ′
i(x)|+ sup

x∈R
〈x〉κ|f ′′

i (x)|

+ sup
x∈R

〈x〉κ|gi(x)|+ sup
x∈R

〈x〉κ|g′i(x)|
)

< ε0 (1.8)

for some κ > 1, then the Cauchy problem (1.1)–(1.2) admits a C2-solution defined

for all (t, x) ∈ (0,∞)× R. It satisfies

|∂αui(t, x)| ≤
Cε0

〈cit− |x|〉κ
, |α| = 1, 2, (1.9)
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GLOBAL SOLUTIONS FOR NONLINEAR WAVE EQUATIONS 3

|(∂t + ci∂x)∂
αui(t, x)| ≤

Cε0
〈cit+ x〉κ

, |α| = 0, 1, (1.10)

|(∂t − ci∂x)∂
αui(t, x)| ≤

Cε0
〈cit− x〉κ

, |α| = 0, 1, (1.11)

(i = 1, 2, . . . ,m) for all (t, x) ∈ (0,∞)× R.

Here we have used the common notation 〈a〉 :=
√
1 + a2 (a ∈ R). By the assump-

tion (1.4), we mean to pose no restriction on the nonlinear interaction of two waves

with different speeds. See (1.5). Meanwhile, (1.4) enters the nonlinear interaction

of two waves with equal speed, or the nonlinear self-interaction of a single wave.

See (1.6)–(1.7). To illustrate the role that (1.5), (1.6), and (1.7) play in stopping

singularity from occurring in solutions in finite time, let us take two simple examples.

Example 1.2. Firstly, consider the 2-component system
{
∂2
t u1 − ∂2

xu1 = (∂tu1)(∂tu2), t > 0, x ∈ R,
∂2
t u2 − c22∂

2
xu2 = (∂tu1)(∂tu2), t > 0, x ∈ R.

(1.12)

Here c2 > 0. For c2 = 1, the pair (u, u) of a solution to the scalar equation

(1.3) is exactly a solution to the system (1.12) with the particular choice of data

u1(0, x) = u2(0, x), ∂tu1(0, x) = ∂tu2(0, x). As mentioned above, singularity can oc-

cur in solutions to the equation (1.3) even for small and smooth data. This implies

that the system (1.12) with c2 = 1 has solutions that become singular in finite time

even if they are initially small and smooth enough. On the other hand, if c2 �= 1,

then the system (1.12) falls within the scope of Theorem 1.1 (see (1.5)) and hence

we see that the difference of propagation speeds keeps singularity from occurring in

solutions with small and smooth data.

Example 1.3. Secondly, we consider the 3-component and 2-speed system



∂2
t u1 − ∂2

xu1 = (∂tu1)(∂tu2)− (∂xu1)(∂xu2), t > 0, x ∈ R,
∂2
t u2 − ∂2

xu2 =
(
(∂tu1)

2 − (∂xu1)
2
)
+ (∂tu2)(∂tu3), t > 0, x ∈ R,

∂2
t u3 − c23∂

2
xu3 = (∂tu2)(∂tu3), t > 0, x ∈ R.

(1.13)

Here c3 > 0. If c3 �= 1, then it is obvious that this system falls inside the scope of

Theorem 1.1, and it admits global C2-solutions for small and smooth data.

Actually, in the L1 setting, global existence result for (1.1) under the assumption

(1.4) follows from an unpublished result of Tartar [27] which the present author

learnt from Bianchini and Staffilani [3]. Indeed, by setting vi := (∂t − ci∂x)ui and

vm+i := (∂t + ci∂x)ui (i = 1, 2, . . . ,m), we can transform the second-order system
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(1.1) into the first-order system of the form




(∂t + c̃1∂x)v1 =
2m∑

j, k=1

A1, jkvjvk,

...

(∂t + c̃m∂x)vm =
2m∑

j, k=1

Am, jkvjvk,

(∂t + c̃m+1∂x)vm+1 =
2m∑

j, k=1

Am+1, jkvjvk,

...

(∂t + c̃2m∂x)v2m =
2m∑

j, k=1

A2m, jkvjvk,

(1.14)

(t > 0, x ∈ R). Here, c̃i = ci for i = 1, 2, . . . ,m, c̃i = −ci for i = m + 1, . . . , 2m,

Ai, jk = Ai, kj, and under the conditions (1.6)–(1.7), we have
{
Ai, jk = 0 for all i = 1, 2, . . . , 2m

if the indices j and k satisfy c̃j = c̃k.
(1.15)

Since the condition (1.8) implies f ′
i , gi ∈ L1(R), we know by [3, Theorem 1] that if ε0

(see (1.8)) is small enough, then the Cauchy problem (1.14) with data vi(0) = gi−c̃if
′
i

admits a global solution. The main purpose of this talk is therefore to give an

alternative approach to the proof of global existence result for the system (1.1).

When space dimensions n ≥ 2 and the nonlinear term depends only on the first or

the second derivatives of unknown functions, the proof of global existence of small

solutions to wave equations usually relies upon the time decay estimates and the

energy estimate. See, e.g., [12], [13], and [24]. In one space dimension, we can

no longer expect uniform or Lp-type (2 < p < ∞) decay of solutions, and hence

the standard technique seems useless. We like to show that such point-wise decay

properties as (1.9), (1.10), and (1.11), which are obtainable via the d’Alembert for-

mula, work well in the global (in space and time) iteration argument using weighted

sup (in space and time) norms, under the assumption (1.4). This approach can

actually handle not only the sum of constant-multiples of the terms displayed in

(1.5), (1.6), or (1.7), but also that of the q(u, ∂u)-multiples of them, if in addi-

tion we assume ‖fi‖L∞ < ∞ (i = 1, 2, . . . ,m) and ε0 is small enough. Here, by

q(u, ∂u) = q(u1, . . . , um, ∂tu1, . . . , ∂tum, ∂xu1, . . . , ∂xum), we mean any polynomial of

(x1, . . . , xm, xm+1, . . . , x2m, x2m+1, . . . , x3m). Also, our weighted sup norm method

can give an alternative proof of the global existence result for the system (1.1) with
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c1 = c2 = · · · = cm that Luli, Yang, and Yu obtained by using a new energy-type

weighted estimate [19]. Besides, we like to note that our approach is applicable to

studying global existence of small, radially symmetric solutions to 3-d, multiple-

speed systems of wave equations violating the standard null condition, as explained

below.

2. 3-d semi-linear systems of wave equations

The second half of my talk is concerned with global existence of small solutions

to the multiple-speed system of nonlinear wave equations in three space dimensions

of the form



∂2
t u1 −∆u1 = (∂tu1)(∂tu2), t > 0, x ∈ R3,

∂2
t u2 −∆u2 =

(
(∂tu1)

2 − |∇u1|2
)
+ (∂tu1)(∂tu3), t > 0, x ∈ R3,

∂2
t u3 − c23∆u3 = (∂tu1)(∂tu3), t > 0, x ∈ R3

(2.1)

subject to the initial condition

ui(0) = fi, ∂tui(0) = gi, i = 1, 2, 3. (2.2)

Here, c3 > 0, c3 �= 1. Throughout my talk, the initial data are assumed to be

sufficiently smooth and decay sufficiently fast as |x| → ∞. We will later discuss

two-speed and three-component systems with wider class of nonlinear terms (see

(3.1)–(3.3) below), but the most part of my talk will focus on several exam-

ples of simplified systems with fairly specified nonlinear terms, just for

exposition.

To explain our motivation for studying (2.1), we go over previous related results

concerning the Cauchy problem for the system

∂2
t ui − c2i∆ui = Fi(∂u1, . . . , ∂um), t > 0, x ∈ R3 (2.3)

(i = 1, 2, . . . ,m, m ∈ N) with small data. Here, we mean ∂ui = (∂0ui, ∂1ui, ∂2ui, ∂3ui),

∂0 = ∂/∂t, ∂j = ∂/∂xj (j = 1, 2, 3), and Fi stands for a quadratic nonlinear term of

the form

Fi(∂u1, . . . , ∂um) =
3∑

α, β=0

m∑
j, k=1

Bαβ
ijk(∂αuj)(∂βuk), (2.4)

where Bαβ
ijk ∈ R, Bαβ

ijk = Bβα
ikj. It is well known by the results due to John [9] and

Sideris [25] for the scalar equation of the form ∂2
t u−∆u = (∂tu)

2 or ∂2
t u−∆u = |∇u|2,

that nonexistence of global solutions generally occurs even when initial data are

small enough. (Actually, the purpose of Masuda [20] was to extend the 3-d result

of John to n(≤ 3)-d one. See (1.3) above.) It can also occurs for some systems of

equal propagation speeds, such as ∂2
t u1 −∆u1 = (∂tu2)

2, ∂2
t u2 −∆u2 = |∇u1|2. See

Rammaha [23] and Deng [4].
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On the other hand, we know some sufficient conditions on the coefficients Bαβ
ijk (see

(2.4)) leading to global solutions with small data. They are formulated separately

for the three different cases:

(i) c1 = c2 = · · · = cm (all the speeds are the same),

(ii) m ≥ 2 and ci �= cj if i �= j (all the speeds are different from each other),

(iii) m ≥ 3 and there exist non-empty, mutually disjoint subsets I1, I2, . . . , Il,

with l < m, of {1, 2, . . . ,m} such that {1, 2, . . . ,m} = I1 ∪ I2 ∪ · · · ∪ Il,

ci = cj if i, j ∈ Ip for some p,

ci �= cj if i ∈ Ip, j ∈ Iq for some p, q with p �= q (some of the speeds are repeated).

Our main concern is global existence of small solutions to (2.1)–(2.2) with c3 �= 1,

and hence it is closely related to seeking for a new sufficient condition under which

the Cauchy problem for (2.3) admits global solutions for small data when some of

the speeds are repeated as in (iii). The main interest of this talk therefore

lies in the case (iii), but for the sake of convenience, we start with reviewing the

sufficient condition in the case of (i) where all the speeds are the same. Let us

assume c1 = c2 = · · · = cm = 1 without loss of generality. It is well known that

Klainerman’s null condition



3∑
α, β=0

Bαβ
ijkXαXβ = 0 for any X = (X0, X1, X2, X3) ∈ R4 with

X2
0 = X2

1 +X2
2 +X2

3 and for every i, j, k = 1, 2, . . . ,m

(2.5)

is sufficient for the Cauchy problem (2.3) with small data to admit global solutions

[14]. This condition is equivalent to the following: the nonlinear term has the form

of sum of constant-multiples of

(∂tuj)(∂tuk)− (∇uj) · (∇uk) (2.6)

or

(∂αuj)(∂βuk)− (∂βuj)(∂αuk) with j �= k and α �= β. (2.7)

(We note that (2.6) and (2.7) are regarded as counterparts of (1.6) and (1.7) with

cj = ck = 1, respectively).

Remark 2.1. To relax the null condition of Klainerman (2.5) and widen a class of

quadratic nonlinear terms is related to the study of global existence of small solutions

under the weak null condition that Lindblad and Rodnianski introduced in [17]. See

[1], [11], [5], [6], [8], [21] for the study in this direction concerning systems with

quadratic nonlinear terms depending on products of the first derivatives.
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When all the speeds are distinct from each other as in (ii), it is Kovalyov [15]

that first obtained a sufficient condition for the Cauchy problem for (2.3) to admit

global, small solutions. The condition that Kovalyov assumed reads as

Bαβ
ijj = 0 for any i, j = 1, 2, . . . ,m and any α, β = 0, 1, 2, 3, (2.8)

which means that the nonlinear interaction of the form (∂αuj)(∂βuj) is entirely

prohibited (the “null-form” (∂tuj)
2 − c2j |∇uj|2 is hence prohibited), but that of the

form

(∂αuj)(∂βuk) (j �= k) (2.9)

is permitted. (Note that, in the case (ii), j �= k ⇐⇒ cj �= ck.) We note that

(2.9) is regarded as a counterpart of (1.5). The condition (2.8) was later relaxed

by Yokoyama [28]. It follows from [28, Theorem 1.1] that global existence of small

solutions holds under the assumption: For every i = 1, 2, . . . ,m, we have



3∑
α, β=0

Bαβ
iii XαXβ = 0 for any X = (X0, X1, X2, X3) ∈ R4 with

X2
0 = c2i (X

2
1 +X2

2 +X2
3 ).

(2.10)

Example 2.2. Since the Yokoyama condition enters only the coefficients Bαβ
iii , we

know by [28, Theorem 1.1] that surprisingly enough, the Cauchy problem for
{
∂2
t u1 −∆u1 = (∂tu2)

2, t > 0, x ∈ R3,

∂2
t u2 − c22∆u2 = (∂tu1)

2, t > 0, x ∈ R3 (2.11)

(c2 > 0) admits global solutions for small, smooth data, provided c2 �= 1. The

existence of global, small solutions to (2.11) with c2 �= 1 forms a sharp contrast

to the results for the 1-d system discussed in Section 1. See (1.5), which entirely

prohibits nonlinear terms of the form (∂αuj)(∂βuk) with cj = ck.

As for (iii) that most concerns us in this talk, it follows from Lindblad, Nakamura,

and Sogge [16, Theorem 1.1] that global existence of small solutions to (2.3) holds

under the condition: For every i, j, and k with ci = cj = ck, we have



3∑
α, β=0

Bαβ
ijkXαXβ = 0 for any X = (X0, X1, X2, X3) ∈ R4 with

X2
0 = c2i (X

2
1 +X2

2 +X2
3 ).

(2.12)

(We note that Sideris and Tu also obtained a similar sufficient condition, when sys-

tems are quasilinear. See Remark following [26, Theorem 3.1].) Since the Lindblad-

Nakamura-Sogge condition enters the coefficients Bαβ
ijk only with i, j, and k such

that ci = cj = ck, it is regarded as a natural extension of the Yokoyama condition.
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Example 2.3. The result of Lindblad, Nakamura, and Sogge [16] can be applied to

the two-speed and three component system:



∂2
t u1 −∆u1 = (∂tu1)(∂tu2)− (∇u1) · (∇u2), t > 0, x ∈ R3,

∂2
t u2 −∆u2 =

(
(∂tu1)

2 − |∇u1|2
)
+ (∂tu2)(∂tu3), t > 0, x ∈ R3,

∂2
t u3 − c23∆u3 = (∂tu2)(∂tu3), t > 0, x ∈ R3

(2.13)

(c3 > 0, c3 �= 1), which is a 3-d analog of (1.13) and can be regarded as a “mixture”

of {
∂2
t u1 −∆u1 = (∂tu1)(∂tu2)− (∇u1) · (∇u2), t > 0, x ∈ R3,

∂2
t u2 −∆u2 = (∂tu1)

2 − |∇u1|2, t > 0, x ∈ R3 (2.14)

and {
∂2
t u2 −∆u2 = (∂tu2)(∂tu3), t > 0, x ∈ R3,

∂2
t u3 − c23∆u3 = (∂tu2)(∂tu3), t > 0, x ∈ R3.

(2.15)

By the result due to Klainerman (see the case (i) above), we easily see that the

Cauchy problem for (2.14) admits global solutions for small, smooth data. Also,

we know by the result of Kovalyov (see the case (ii) above) that small and smooth

data yield global solutions to (2.15). As one may expect, the “mixed” system (2.13),

which is one of the typical examples satisfying the Lindblad-Nakamura-Sogge con-

dition, admits global solutions for small, smooth data.

As remarked above (see Remark 2.1), a lot of authors have shown interest in

relaxing the null condition of Klainerman (2.5), and one of the simplest examples

that fail to satisfy the null condition but still admit global solutions for small, smooth

data is the system{
∂2
t u1 −∆u1 = (∂tu1)(∂tu2), t > 0, x ∈ R3,

∂2
t u2 −∆u2 = (∂tu1)

2 − |∇u1|2, t > 0, x ∈ R3.
(2.16)

Actually, this is one of the typical examples satisfying the weak null condition of

Lindblad and Rodnianski [17]. At first sight one may think that the “null-from”

(∂tu1)
2 − |∇u1|2 yields more time decay thanks to nice cancellation and hence there

exists no hurdle to handling this nonlinear term and closing estimates globally in

time. As a matter of fact, because of the “ill” behavior of ∂u1, the earlier ideas in

[14], [26] are no longer useful in handling this null form and a new idea based on

a certain weighted estimate (see, e.g., [2, Chapter 9], [18, p. 52]) plays an essential

role in obtaining global solutions to (2.16). See, e.g., [5]. Then, it is natural to ask

whether or not the system


∂2
t u1 −∆u1 = (∂tu1)(∂tu2), t > 0, x ∈ R3,

∂2
t u2 −∆u2 =

(
(∂tu1)

2 − |∇u1|2
)
+ (∂tu2)(∂tu3), t > 0, x ∈ R3,

∂2
t u3 − c23∆u3 = (∂tu2)(∂tu3), t > 0, x ∈ R3

(2.17)
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(c3 �= 1), which is a “mixture” of (2.15) and (2.16), admits global solutions for

small, smooth data. Obviously, the system (2.17) falls outside the scope of Lindblad,

Nakamura, and Sogge [16]. In the direction toward finding a new condition different

from Lindblad, Nakamura, and Sogge’s, there exist two previous results, due to

Pusateri and Shatah [22], Hidano, Yokoyama, and Zha [7]. We know by [22] that

the Cauchy problem for the system





∂2
t u1 −∆u1 = (∂tu2)

2 + (∂tu1)(∂tu3)
2, t > 0, x ∈ R3,

∂2
t u2 −∆u2 =

(
(∂tu2)

2 − |∇u2|2
)
+ (∂tu2)(∂tu3), t > 0, x ∈ R3,

∂2
t u3 − c23∆u3 = (∂tu2)(∂tu3) + (∂tu1)(∂tu2)

2, t > 0, x ∈ R3

(2.18)

(c3 �= 1) admits global solutions for small data, with the first component having a

weaker decay ‖∂u1(t)‖L∞(R3) = O(t−1+ε) (ε > 0 is sufficiently small) as t → ∞. In

[7], the class of the nonlinear terms was extended, with ∂u1 (which has a weaker

decay) partially permitted to enter into the quadratic part of the nonlinear terms.

It follows from [7, Theorem 1.1] that the system (2.17) admits global solutions for

small, smooth data.

As the assumptions (1.10) and (1.11) in [7] tell, however, no product of the first

derivatives of u1 and u3 of the form (∂αu1)(∂βu3) (α, β = 0, 1, 2, 3) was permitted

to appear in the quadratic part of the nonlinear terms of the second or the third

equation of (2.17). In other words, the problem has been left open whether or not

such a system as (2.1) with c3 �= 1 having an ill-behaving quadratic term (∂tu1)(∂tu3)

in the second or the third equation admits global solutions for small data. Though

one may expect to benefit from the difference of the propagation speeds, this problem

does not seem amenable to the space-time resonance method in [22] or the energy

method involving a collection of generalized derivatives in [7]. This is the motivation

for pursuing the problem of global existence of small solutions to (2.1).

The difficulty to get global solutions to (2.1) stems from the presence of the first

derivatives of the ill-behaving component u1 in the quadratic part of the nonlinear

terms of the second or the third equation in the form of (∂tu1)(∂tu3). One may

expect that some gain of time decay occurs for the term (∂tu1)(∂tu3) owing to the

difference of the propagation speeds and such gain is sure to compensate for a weaker

decay of ∂u1. As for the system (2.1), however, to utilize such a helpful property

for the purpose of closing the estimates seems beyond the current technology. In

this talk, at the cost of limiting radially symmetric equations and data (and thus

radially symmetric solutions), we invoke the weighted L∞ approach that Sideris [25]

introduced to get global radially symmetric solutions to the scalar equation

∂2
t u−∆u = |∂tu|p + |∇u|p, t > 0, x ∈ R3 (2.19)
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under the sharp condition p > 2. Sideris actually did more: He employed the weight

function of the form (1 + |t − |x||)p−1 in the definition of the norm of space of

functions and investigated global behavior of radial solutions. Our approach in this

talk is very much inspired by [25], and we employ speed-dependent weight functions,

such as (1 + |c3t − |x||), in the definition of the norms of space of functions where

we carry out the iteration argument. Such weight functions are useful in observing

that gain of time decay occurs in the term (∂tu1)(∂tu3). This gain compensates for

a small loss of decay of ∂u1 and we can close the estimates globally in time. In

our argument, with the help of John-type weighted estimates for inhomogeneous

equations, we succeed in observing that gain of time decay occurs also for “the

tangential derivatives”. We thereby allow for some null forms in the nonlinear terms

and handle systems whose nonlinear terms are more general than those of (2.1).

3. Global existence of radially symmetric solutions

This section is devoted to the problem of global existence of small solutions to the

3-component and 2-speed system (2.3) with m = 3, c1 = c2 �= c3. In what follows,

we set c1 = c2 = 1 without loss of generality. Aiming at getting radially symmetric

solutions for radially symmetric data, we make some assumptions on the nonlinear

terms and the initial data.

•F1(∂u) is a sum of constant-multiples of (∂tu1)
2 − |∇u1|2,

(∂tui)(∂tuj), (∇ui) · (∇uj),where 1 ≤ i ≤ j ≤ 3, (i, j) �= (1, 1) (3.1)

•F2(∂u) is a sum of constant-multiples of (∂tu1)
2 − |∇u1|2,

(∂tu1)(∂tu2)− (∇u1) · (∇u2), (∂tu2)
2 − |∇u2|2, (∂tui)(∂tuj),

(∇ui) · (∇uj),where 1 ≤ i ≤ j ≤ 3, (i, j) �= (1, 1), (1, 2), (2, 2), (3.2)

•F3(∂u) is a sum of constant-multiples of (∂tu1)
2 − |∇u1|2,

(∂tu1)(∂tu2)− (∇u1) · (∇u2), (∂tu3)
2 − c23|∇u3|2, (∂tui)(∂tuj),

(∇ui) · (∇uj),where 1 ≤ i ≤ j ≤ 3, (i, j) �= (1, 1), (1, 2), (3, 3). (3.3)

For the initial data fi and gi, we suppose that they are radially symmetric and

hence written as

ϕi(r) = fi(x) and ψi(r) = gi(x). (3.4)

We suppose that the functions ϕi and ψi are actually defined for all r ∈ R, satisfying

ϕi(−r) = ϕi(r), ψi(−r) = ψi(r) for r ≥ 0, (3.5)

ϕi ∈ C1(R), ψi ∈ C(R), rϕi ∈ C2(R), rψi ∈ C1(R). (3.6)
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Moreover, we suppose that there exists a constant κ > 1 such that

Λ(ϕi, ψi) := ‖〈r〉κϕi‖L∞ + ‖〈r〉κ+1ϕ′
i‖L∞ + ‖〈r〉κ+1ψi‖L∞

+ ‖〈r〉κrϕ′′
i ‖L∞ + ‖〈r〉κrψ′

i‖L∞ < ∞. (3.7)

We consider the system of the integral equations

vi(t, r) =v
(0)
i (t, r)

+
1

2r

∫ t

0

dτ

∫ r+ci(t−τ)

r−ci(t−τ)

λFi(∂tv(τ, λ), ∂rv(τ, λ))dλ, t > 0, r ∈ R (3.8)

(i = 1, 2, 3), where ∂tv := (∂tv1, ∂tv2, ∂tv3), ∂rv := (∂rv1, ∂rv2, ∂rv3),

v
(0)
i (t, r) =





(r + cit)ϕi(r + cit) + (r − cit)ϕi(r − cit)

2r

+
1

2r

∫ r+cit

r−cit

λψi(λ)dλ, r ∈ R \ {0},

ϕi(t) + tϕ′
i(t) + tψi(t), r = 0.

(3.9)

(Taking L’Hôpital’s rule into account, we have set v
(0)
i (t, 0) as above.) As mentioned

above, we mean ci = 1 for i = 1, 2. Here, owing to (3.1), (3.2), and (3.3) we know

•F1(∂tv, ∂rv) is a sum of constant-multiples of (∂tv1)
2 − (∂rv1)

2,

(∂tvi)(∂tvj), (∂rvi)(∂rvj),where 1 ≤ i ≤ j ≤ 3, (i, j) �= (1, 1) (3.10)

•where F2(∂tv, ∂rv) is a sum of constant-multiples of (∂tv1)
2 − (∂rv1)

2,

(∂tv1)(∂tv2)− (∂rv1)(∂rv2), (∂tv2)
2 − (∂rv2)

2, (∂tvi)(∂tvj), (∂rvi)(∂rvj),

where 1 ≤ i ≤ j ≤ 3, (i, j) �= (1, 1), (1, 2), (2, 2), (3.11)

•where F3(∂tv, ∂rv) is a sum of constant-multiples of (∂tv1)
2 − (∂rv1)

2,

(∂tv1)(∂tv2)− (∂rv1)(∂rv2), (∂tv3)
2 − c23(∂rv3)

2, (∂tvi)(∂tvj), (∂rvi)(∂rvj),

where 1 ≤ i ≤ j ≤ 3, (i, j) �= (1, 1), (1, 2), (3, 3). (3.12)

To solve (3.8) by iteration, we set the space of functions

Σ := {(w1, w2, w3) :wi(t,−r) = wi(t, r),

wi(t, r) ∈ C1([0,∞)× R), rwi(t, r) ∈ C2([0,∞)× R),

‖(w1, w2, w3)‖Σ :=
3∑

i=1

Ni(wi) < ∞} (3.13)

where, for i = 1, 2, 3, we have set for scalar functions χ(t, x)

Ni(χ) :=
1∑

|α|=0

sup
(t,r)∈[0,∞)×R

Φi(t, r)|∂αχ(t, r)|+ sup
(t,r)∈[0,∞)×R

〈t+ |r|〉〈t〉−δ|χ(t, r)|
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+
1∑

|α|=0

sup
(t,r)∈[0,∞)×R

Ψi,±(t, r)|(∂t ± ci∂r)∂
α(rχ(t, r))|, (3.14)

where, δ > 0 is small enough, and we mean c1 = c2 = 1 as before. Besides, we have

set

Φ1(t, r) = 〈t− |r|〉〈t〉−δ, Φ2(t, r) = 〈t− |r|〉, Φ3(t, r) = 〈c3t− |r|〉,
Ψ1,±(t, r) = 〈t± r〉〈t〉−δ, Ψ2,±(t, r) = 〈t± r〉, Ψ3,±(t, r) = 〈c3t± r〉.

Theorem 3.1. Suppose c1 = c2 = 1 and c3 �= 1. There exist constants ε0 > 0

and C > 0 such that if Λ(ϕ1, ψ1) + Λ(ϕ2, ψ2) + Λ(ϕ3, ψ3) < ε0, then the system

of the integral equations (3.8) admits a unique solutions (v1, v2, v3) ∈ Σ verifying

‖(v1, v2, v3)‖Σ ≤ Cε0.
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Characterization of concavity
preserved by the Dirichlet heat flow

Asuka TAKATSU (Tokyo Metropolitan University)
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1. Introduction

In 1976, Brascamp–Lieb [2] proved that the heat flow preserves log-concavity. To
be precise, for the solution et∆Rnϕ to

(P)




∂

∂t
u = ∆u in (0,∞)× Rn,

u(0, ·) = ϕ in Rn,

where ϕ is a bounded nonnegative function ϕ on Rn, log et∆Rnϕ is concave in Rn for
any t > 0 if log ϕ is concave in Rn.

The proof relies on the fact that the function x �→ logK(t, x, y) is concave in
x ∈ Rn for fixed t > 0 and y ∈ Rn, where K : (0,∞)×Rn ×Rn → R stands for the
heat kernel on Rn, that is,

K(t, x, y) := (4πt)−
n
2 exp

(
−|x− y|2

4t

)
.

This result means that when we draw the graph of a nonnegative function on Rn

with logarithmic scale for the value, the concavity of the graph of an initial datum
is preserved by the heat flow. Then the following question naturally arises:

Question.
Are there any scales of a graph where the concavity of an initial datum is preserved
by the heat flow?

We have the following negative answer.

Answer.
If we discuss all bounded nonnegative functions on Rn as initial data for problem (P),
the logarithmic scale is the only scale where the concavity of an initial datum is
preserved by the heat flow.

To state the answer precisely, we introduce the notion of F -concavity in Section 2.
In Section 3, we revisit the answer.

The talk and this abstract are based on joint work with Kazuhiro Ishige (The University
of Tokyo) and Paolo Salani (Università di Firenze).
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2. F -concavity

Recall that a function f on Rn is said concave in Rn if

f((1− µ)x0 + µx1) ≥ (1− µ)f(x0) + µf(x1)

for x0, x1 ∈ Rn and µ ∈ (0, 1). The aim of this section is to generalize the notion of
concavity. Throughout this note, we adhere to the following natural convention:

−∞+ (−∞) = −∞, c+ (−∞) = −∞, ∞− (−∞) = ∞,

µ · (−∞) = −∞, −∞ ≤ −∞, ∞ ≤ ∞,

and so on for c ∈ R and µ ∈ (0, 1). We shall always use Ω to denote a convex
domain of Rn.

Definition 2.1. Let a ∈ (0,∞].

• Set
AΩ([0, a)) := {f : Ω → R | f(Ω) ⊂ [0, a)}.

• A function F : [0, a) → [−∞,∞) is said admissible on [0, a) if F is strictly
increasing on [0, a), F ∈ C((0, a)) and F (0) = −∞. We denote by F−1 the
inverse function of F : [0, a) → F ([0, a)).

• Let F be an admissible function on [0, a). Given f ∈ AΩ([0, a)), we say that
f is F -concave in Ω if

f ((1− µ)x0 + µx1) ≥ F−1
(
(1− µ)F (f(x0)) + µF (f(x1))

)

for x0, x1 ∈ Ω and µ ∈ (0, 1). We denote by CΩ[F ] the set of F -concave
functions in Ω.

• Let F and G be admissible on [0, aF ) and [0, aG) with aF , aG ∈ [a,∞], respec-
tively. We say that F -concavity is weaker than G-concavity in AΩ([0, a)) (or
equivalently, G-concavity is stronger than F -concavity in AΩ([0, a))) if

CΩ[G] ∩ AΩ([0, a)) ⊂ CΩ[F ].

We also say that F -concavity is strictly weaker than G-concavity in AΩ([0, a))
(or equivalently, G-concavity is strictly stronger than F -concavity in AΩ([0, a)))
if

CΩ[G] ∩ AΩ([0, a)) ⊊ CΩ[F ].

The condition F (0) = −∞ is appropriate to make CRn [F ] nontrivial. Indeed, for
a function F : [0, a) → [−∞,∞), the set

{f ∈ ARn([0, a)) | F ◦ f is concave in Rn}
includes other than constant functions if and only if F (0) = −∞ (see [5, Theo-
rem 3.1]).

For the hierarchy among F -concavities, the following criterion is known.

Proposition 2.2 ([7, Lemma 2.4]). Let a ∈ (0,∞]. Let F and G be admissible
on [0, aF ) and [0, aG) with aF , aG ∈ [a,∞], respectively. Then F -concavity is weaker
than G-concavity in AΩ([0, a)) if and only if F ◦G−1 is concave in G((0, a)).
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2. F -concavity

Recall that a function f on Rn is said concave in Rn if

f((1− µ)x0 + µx1) ≥ (1− µ)f(x0) + µf(x1)

for x0, x1 ∈ Rn and µ ∈ (0, 1). The aim of this section is to generalize the notion of
concavity. Throughout this note, we adhere to the following natural convention:

−∞+ (−∞) = −∞, c+ (−∞) = −∞, ∞− (−∞) = ∞,

µ · (−∞) = −∞, −∞ ≤ −∞, ∞ ≤ ∞,

and so on for c ∈ R and µ ∈ (0, 1). We shall always use Ω to denote a convex
domain of Rn.

Definition 2.1. Let a ∈ (0,∞].

• Set
AΩ([0, a)) := {f : Ω → R | f(Ω) ⊂ [0, a)}.

• A function F : [0, a) → [−∞,∞) is said admissible on [0, a) if F is strictly
increasing on [0, a), F ∈ C((0, a)) and F (0) = −∞. We denote by F−1 the
inverse function of F : [0, a) → F ([0, a)).

• Let F be an admissible function on [0, a). Given f ∈ AΩ([0, a)), we say that
f is F -concave in Ω if

f ((1− µ)x0 + µx1) ≥ F−1
(
(1− µ)F (f(x0)) + µF (f(x1))

)

for x0, x1 ∈ Ω and µ ∈ (0, 1). We denote by CΩ[F ] the set of F -concave
functions in Ω.

• Let F and G be admissible on [0, aF ) and [0, aG) with aF , aG ∈ [a,∞], respec-
tively. We say that F -concavity is weaker than G-concavity in AΩ([0, a)) (or
equivalently, G-concavity is stronger than F -concavity in AΩ([0, a))) if

CΩ[G] ∩ AΩ([0, a)) ⊂ CΩ[F ].

We also say that F -concavity is strictly weaker than G-concavity in AΩ([0, a))
(or equivalently, G-concavity is strictly stronger than F -concavity in AΩ([0, a)))
if

CΩ[G] ∩ AΩ([0, a)) ⊊ CΩ[F ].

The condition F (0) = −∞ is appropriate to make CRn [F ] nontrivial. Indeed, for
a function F : [0, a) → [−∞,∞), the set

{f ∈ ARn([0, a)) | F ◦ f is concave in Rn}
includes other than constant functions if and only if F (0) = −∞ (see [5, Theo-
rem 3.1]).

For the hierarchy among F -concavities, the following criterion is known.

Proposition 2.2 ([7, Lemma 2.4]). Let a ∈ (0,∞]. Let F and G be admissible
on [0, aF ) and [0, aG) with aF , aG ∈ [a,∞], respectively. Then F -concavity is weaker
than G-concavity in AΩ([0, a)) if and only if F ◦G−1 is concave in G((0, a)).

2

This ensures that the hierarchy among F -concavities depends on intervals [0, a)
but not on convex domains Ω.

Let us give three examples of F -concavity.

Example 2.3 (Power concavity). For α ∈ R, define an admissible function Φα

on [0,∞) by

Φα(r) :=

∫ r

1

s−α−1ds =




1

α
(rα − 1) if α �= 0,

log r if α = 0,

for r ∈ (0,∞) and Φα(0) := −∞. We usually refer to Φα-concavity as α-concavity.
In particular, 0-concavity is referred as to log-concavity.

Due to Jensen’s inequality, α-concavity enjoys the monotonicity property with
respect to α ∈ R:

• For α, β ∈ R, α-concavity is strictly weaker than β-concavity in AΩ([0,∞)) if
and only if α < β.

By the monotonicity property, α-concavity can be extended in a natural way to the
case of α = ±∞ as follows: a nonnegative function f on Ω is said −∞-concave
(resp.∞-concave) in Ω if

f((1− µ)x0 + µx1) ≥ min {f(x0), f(x1)}(
resp. f((1− µ)x0 + µx1) ≥ max {f(x0), f(x1)}

)

for x0, x1 ∈ Ω and µ ∈ (0, 1). We use power concavity as a generic term for α-
concavity with α ∈ [−∞,∞].

The second example is a sort of hybrid between log-concavity and power concavity.

Example 2.4 (Power log-concavity). For α ∈ R, define an admissible function Lα

on [0, 1) by

Lα(r) := −Φα(− log r) =




− 1

α
{(− log r)α − 1} if α �= 0,

− log(− log r) if α = 0,

for r ∈ (0,∞) and Lα(0) := −∞. We refer to Lα-concavity as α-log-concavity and,
generically, as power log-concavity. Notice that L1(r) = Φ0(r) + 1 for r ∈ [0, 1) and

CΩ[L1] = CΩ[Φ0] ∩ AΩ([0, 1)),

i.e. 1-log-concavity coincides with log-concavity in AΩ([0, 1)).
The monotonicity property of power log-concavity follows from that of power-

concavity:

• For α, β ∈ R, β-log-concavity is strictly weaker than α-log-concavity inAΩ([0, 1))
if and only if α < β.
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Thus α-log-concavity is weaker (resp. stronger) than log-concavity in AΩ([0, 1)) if
α ≥ 1 (resp.α ≤ 1). Furthermore, it can be roughly said that power log-concavity
is a refinement of log-concavity. Indeed, for α ∈ R and r ∈ (0, 1), set

βα(r) :=
1− α

− log r
.

Then the following properties hold:

• Let α < 1, i.e.α-log-concavity is strictly stronger than β-concavity inAΩ([0, 1))
for any β ≤ 0. For a ∈ (0, 1), βα(a) > 0 and α-log-concavity is strictly weaker
than βα(a)-concavity in AΩ([0, a)).

• Let α > 1, i.e.α-log-concavity is strictly weaker than β-concavity in AΩ([0, 1))
for any β ≥ 0. For a ∈ (0, 1), βα(a) < 0 and α-log-concavity is strictly stronger
than βα(a)-concavity in AΩ([0, a)).

Notice that, by the monotonicity property, α-log-concavity can be extended to the
case of α = ±∞, where ∞-log-concavity corresponds to −∞-concavity in AΩ([0, 1))
and −∞-log-concavity corresponds to ∞-concavity in AΩ([0, 1)), respectively.

Power log-concavity plays an important role in answering Question. Indeed, it
was proved in [7, Corollary 6.10] that α-log-concavity is preserved by the heat flow
if and only if α ∈ [1/2, 1]. The above observation suggests that the domains of
admissible functions are crucial to answering Question.

The third example is used to answer to Question.

Example 2.5 (Hot-concavity). Let

h(z) :=
(
e∆R1[0,∞)

)
(z) = (4π)−

1
2

∫ ∞

0

e−
|z−w|2

4 dw for z ∈ R.

Then the function h is smooth in R, limz→−∞ h(z) = 0, limz→∞ h(z) = 1, and h′ > 0
in R. Denote by h−1 the inverse function of h : R → (0, 1). For a ∈ (0,∞), we
define an admissible function Ha on [0, a) by

Ha(r) := h−1(r/a)

for r ∈ (0, a) andHa(0) := −∞. ThenHa-concavity also enjoys the the monotonicity
property with respect to a ∈ (0,∞):

• For a, b ∈ (0,∞),Hb-concavity is strictly weaker thanHa-concavity inAΩ([0, a))
if and only if a < b.

By the monotonicity property, Ha-concavity can be extended to the case of a = ∞,
and it was proved in [7, Lemma 2.10] to be consistent if we define H∞ := Φ0. This
implies that log-concavity is strictly weaker than Ha-concavity in AΩ([0, a)) for any
a ∈ (0,∞). Moreover, it follows from [6, Proposition 4.2] and [7, Theorem 1.5, Corol-
lary 6.10] that α-log-concavity is strictly weaker than H1-concavity in AΩ([0, 1)) if
and only if α ≥ 1/2. We use hot-concavity as a generic term for Ha-concavity with
a ∈ (0,∞].
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Thus α-log-concavity is weaker (resp. stronger) than log-concavity in AΩ([0, 1)) if
α ≥ 1 (resp.α ≤ 1). Furthermore, it can be roughly said that power log-concavity
is a refinement of log-concavity. Indeed, for α ∈ R and r ∈ (0, 1), set

βα(r) :=
1− α

− log r
.

Then the following properties hold:

• Let α < 1, i.e.α-log-concavity is strictly stronger than β-concavity inAΩ([0, 1))
for any β ≤ 0. For a ∈ (0, 1), βα(a) > 0 and α-log-concavity is strictly weaker
than βα(a)-concavity in AΩ([0, a)).

• Let α > 1, i.e.α-log-concavity is strictly weaker than β-concavity in AΩ([0, 1))
for any β ≥ 0. For a ∈ (0, 1), βα(a) < 0 and α-log-concavity is strictly stronger
than βα(a)-concavity in AΩ([0, a)).

Notice that, by the monotonicity property, α-log-concavity can be extended to the
case of α = ±∞, where ∞-log-concavity corresponds to −∞-concavity in AΩ([0, 1))
and −∞-log-concavity corresponds to ∞-concavity in AΩ([0, 1)), respectively.

Power log-concavity plays an important role in answering Question. Indeed, it
was proved in [7, Corollary 6.10] that α-log-concavity is preserved by the heat flow
if and only if α ∈ [1/2, 1]. The above observation suggests that the domains of
admissible functions are crucial to answering Question.

The third example is used to answer to Question.

Example 2.5 (Hot-concavity). Let

h(z) :=
(
e∆R1[0,∞)

)
(z) = (4π)−

1
2

∫ ∞

0

e−
|z−w|2

4 dw for z ∈ R.

Then the function h is smooth in R, limz→−∞ h(z) = 0, limz→∞ h(z) = 1, and h′ > 0
in R. Denote by h−1 the inverse function of h : R → (0, 1). For a ∈ (0,∞), we
define an admissible function Ha on [0, a) by

Ha(r) := h−1(r/a)

for r ∈ (0, a) andHa(0) := −∞. ThenHa-concavity also enjoys the the monotonicity
property with respect to a ∈ (0,∞):

• For a, b ∈ (0,∞),Hb-concavity is strictly weaker thanHa-concavity inAΩ([0, a))
if and only if a < b.

By the monotonicity property, Ha-concavity can be extended to the case of a = ∞,
and it was proved in [7, Lemma 2.10] to be consistent if we define H∞ := Φ0. This
implies that log-concavity is strictly weaker than Ha-concavity in AΩ([0, a)) for any
a ∈ (0,∞). Moreover, it follows from [6, Proposition 4.2] and [7, Theorem 1.5, Corol-
lary 6.10] that α-log-concavity is strictly weaker than H1-concavity in AΩ([0, 1)) if
and only if α ≥ 1/2. We use hot-concavity as a generic term for Ha-concavity with
a ∈ (0,∞].

4

3. Main Results

Before answering Question, we clarity and generalize the statement of Question.
Unless stated otherwise, we shall always assume that a ∈ (0,∞] and F is an admis-
sible function on [0, a) throughout this section.

Definition 3.1. We say that F -concavity is preserved by the Dirichlet heat flow
in Ω if the solution et∆Ωϕ to



∂

∂t
u = ∆u in (0,∞)× Ω,

u = 0 on (0,∞)× ∂Ω if ∂Ω �= ∅,
u(0, ·) = ϕ in Ω,

is F -concave in Ω for every t > 0 if ϕ ∈ CΩ[F ] ∩ L∞(Ω).

Now we are ready to state the main result of this note.

Theorem 3.2 ([7, Theorems 1.5,1.6]).

(1) Ha-concavity is preserved by the Dirichlet heat flow in Ω.

(2) Assume that F -concavity is preserved by the Dirichlet heat flow in Ω.
(i) F -concavity is weaker than Ha-concavity in AΩ([0, a)).

(ii) If n ≥ 2, then F -concavity is stronger than log-concavity in AΩ([0, a)).

Thus we have the following answer to Question.

Corollary 3.3 ([7, Corollary 1.7]). Let n ≥ 2. For an admissible function F
on [0,∞), F -concavity is preserved by the Dirichlet heat flow in Ω if and only if
CΩ[F ] = CΩ[H∞], i.e.F -concavity coincides with log-concavity in AΩ([0,∞)).

The reason why the treatment of the case n = 1 differs from the case n ≥ 2 is due
to the following known result.

Proposition 3.4 ([1], [3, Theorem 1.1],[4, Theorem 4.1]).

(1) For n = 1, et∆Ωϕ is quasi-concave in Ω for all t > 0 if ϕ is nonnegative,
bounded and quasi-concave in Ω. Namely, quasi-concavity is preserved in di-
mension 1.

(2) For n ≥ 2, there exists ϕ ∈ C0(Ω) such that ϕ is α-concave in Ω for some
α ∈ (−∞, 0) and et∆Ωϕ is not quasi-concave in Ω for some t > 0. Namely,
quasi-concavity is in general not preserved in dimension n ≥ 2:

However, under a suitable regularity condition for admissible functions, a similar
statement of Corollary 3.3 also holds for n = 1.

Theorem 3.5 ([7, Theorem 1.8]). Assume F ∈ C2((0, a)).

(1) F -concavity is preserved by the Dirichlet heat flow in Ω if and only if

lim
r↓0

F (r) = −∞, F ′ > 0 in (0, a) and (log(F−1)′)′ is concave in F ((0, a)).

(2) Theorem 3.2 (2)(ii) and Corollary 3.3 hold even for n = 1.
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