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Abstract
This paper presents a novel similar image retrieval method for interior coordination. Interior
coordination is very familiar; however, it is still an abstract and difficult concept. Even if we
are involved in coordination every day, it does not mean we can become professional coordi-
nators. By realizing the retrieval that can provide similar interior coordination images from a
query room image, inspiring users’ ideas for interior coordination becomes feasible. In the pro-
posed method, we extract image features specialized for interior coordination and realize similar
interior coordination image retrieval. We employ multi-view features: object-based, color-based,
and semantic-based features, in the feature extraction phase. The extracted features are used
to calculate similarity between the query image and the database images for the retrieval.
We conducted experiments using a sophisticated real-world interior coordination image dataset.
Furthermore, we qualitatively and quantitatively evaluated the effectiveness of the proposed method.

Keywords: interior coordination, deep learning, similar image retrieval, multi-view features

1 Introduction
Modern society has entered a new development
phase with the rise in advanced technologies, such
as the Internet of things, artificial intelligence, and
big data analysis [1, 2]. Such technological inno-
vation has made it possible to easily access much
information and has created an increasingly com-
plex and diverse set of individuals’ needs [3, 4].
Currently, we always use smartphones and wear-
able devices to obtain all kinds of information in
real-time. Many digital devices allow us to eas-
ily access information about the weather, news,
and information about our work according to their

preferences. However, information that satisfies
our needs is only part of the explosive growth
of information, and it is becoming increasingly
difficult for them to search for the desired informa-
tion [5, 6]. Therefore, it is essential to establish effi-
cient information retrieval and recommendation
technology that can provide information according
to our preferences.

In the industrial sector, understanding the
users’ needs is one of the most critical business
issues [7, 8]. Since user needs are greatly reflected
in user behavior, there is an urgent problem to
produce products that can flexibly meet these
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changes. A proper understanding of users’ inter-
ests can increase product sales. Particularly, in the
manufacturing and retailing sectors, which have a
close relationship with consumers, it is essential to
develop products that understand users’ needs [9,
10]. For example, by understanding or anticipat-
ing users’ needs, retailers can develop products
with a high level of consumer satisfaction while
controlling production costs. Efficient production
and consumption are desirable for industries and
consumers and from the sustainable development
goals (SDGs)’ perspective [11]. Introducing the
SDG perspectives into business is necessary for
the sustainable development of the global environ-
ment and society. It can lead to the growth of the
business and an increase in the company’s value.

The living environment is a fundamental part
of our lives [12]. It reflects our preferences and
has a significant impact on our daily lives. Inte-
rior coordination, which is the design of furniture,
lighting, etc., to suit an individual’s lifestyle, is one
of the fields where personal preferences are greatly
reflected. Interior coordination is one of the most
important factors when designing an individual’s
living environment; however, this is an abstract
concept. Additionally, it can be challenging to
coordinate with the current room conditions or
design an ideal space from scratch. Interior coordi-
nation is also a concept that is not easy to evaluate
quantitatively, as it is evaluated from various per-
spectives. Although users can access information
about interior design in different ways using their
smartphones, it is becoming increasingly difficult
to find the information they want. Therefore, the
realization of a manufacturing method that can
reflect the users’ preferences in interior coordina-
tion will significantly improve users’ satisfaction.
For retailers proposing interior coordination, the
realization of coordination proposals based on the
users’ preferences can improve productivity and
cost reduction. In this way, interior coordination
has become one of the most important themes for
consumers and retailers.

In the past, the main way of proposing interior
coordination was the consultation by specialists
at stores. The problem with this approach is that
the number of users who can receive the ser-
vice is limited, and the efficiency of the service is
low. Recently, interior coordination proposals have
been made using information technology (IT).
Research on interior coordination has included

three-dimensional (3D) interior simulation and
augmented reality (AR) technology for furniture
arrangement, which have been applied to the real-
world [13, 14]. The IT allows users to express their
coordination; however, it is still difficult to rep-
resent complex and diverse personal preferences
using these conventional technologies because it
is necessary to create individual coordination.
Additionally, it is necessary to use AR furniture
samples with varying textures from those used in
the original products.

As a potential platform that can reflect user
preferences, Web applications, such as social net-
working services, can be mentioned [15]. These
platforms are used as a new infrastructure world-
wide, and a wide variety of data is collected [16,
17]. For example, users can collect images of
coordinated cases that reflect their preferences
from the platform as a reference for their coor-
dination. In this way, users can easily obtain
coordination examples that reflect their prefer-
ences through Web applications. One of the most
effective ways to support interior coordination
is to use a retrieval system. For retailers, the
retrieval system has already become the founda-
tion for user acquisition [18, 19]. When we want
to buy something, we input it as a query to the
retrieval system, and we purchase it based on the
retrieved results. Currently, we can easily search
for the desired furniture or lighting by specify-
ing the query as either a text or an image. In
design, advertising, and travel, images on the Web
are used to stimulate user inspiration. For exam-
ple, Pinterest, one of the Web platforms, supports
users’ creative activities by presenting them with
relevant images. Similar image retrieval can meet
the users’ needs due to its simplicity [20].

In this paper, we propose a new image
retrieval method to support interior coordination
by reflecting personal preferences. The proposed
method consists of furniture recognition based on
multi-view feature extraction and retrieval tech-
nology that considers the features for coordina-
tion. When coordinating interiors, the information
in multiple objects and their relationships are
essential in addition to the overall atmosphere.
The proposed method extracts features that con-
sider the relationships between objects and uses
them to compare the similarity of coordinated
images. Employing this object detection-based
bottom-up attention can also reduce annotation
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costs. Furthermore, updating the retrieval can-
didate database becomes easier by automatically
detecting objects and their positions. In this way,
the similarity evaluation specialized for interior
coordination becomes possible. Note that this
paper is the extension of our previous study in [21].

We conducted experiments to verify the effec-
tiveness of the proposed method using actual
interior coordination examples. We construct our
retrieval method using images of coordination
samples provided by Nitori Holdings Co., Ltd.,
a Japanese retail company (hereinafter, Nitori).
Figure 1 shows examples of coordination image
data and their coordinate styles used in this study.
Each coordinate style (simple, natural, vintage,
feminine, and Japanese modern) is defined by
Nitori. We can see that each coordinate style has
a different appearance and atmosphere; however,
it is difficult to describe the abstract difference.
Similar coordinated images can be retrieved by
using an image as a query. This will help users
have a more concrete imagination for purchasing.
Besides, it will be possible to grasp the man-
ufacturer/retailer’s side trend by analyzing the
uploaded query images. Although various meth-
ods for image retrieval have been proposed in the
past, to the best of our knowledge, there have not
been any feature extraction techniques specialized
for interior coordination image retrieval.

The contributions of this study are summa-
rized as follows.

• We propose a similar image retrieval method
based on multi-view features to support interior
coordination without any detailed annotations.

• The effectiveness of the proposed method was
evaluated using the sophisticated interior coor-
dination images provided by a retail company
from Japan.

2 Related Works
In this section, we present some related works
and discuss the differences between conventional
methods and our approach.

2.1 Interior Coordination
In interior coordination, it is essential to consider
the overall atmosphere of the room [22]. Interior
decoration is a creative and fascinating topic that
involves creating a new atmosphere from nothing

using color palettes and trends. Various interi-
ors of a room have unique atmospheres and are
the focus of interior design studies [23]. How the
interior’s atmosphere is created and how space
is perceived are important in creating the atmo-
sphere. In interior atmosphere creation, decorative
backgrounds, indoor props, light, special effects,
shadows, and colors are often used to express
a particular atmospheric state. The combination
of the physical and psychological suggests a cer-
tain “reading” of the space, giving the interior an
emotional resonance in the process. It provides
a framework to understand and create complex
interior atmospheres.

Interior design is understood as the design
or renovation of the interior of a building [24].
Although the enclosure of buildings defines inte-
rior design, its actual usage is broader and encour-
ages a more complementary understanding [25].
In existing interior designs, the structure of the
building and physical conditions (e.g., furniture)
and space and virtual conditions (e.g., the flow of
people) are considered.

When we discuss the ideal form of interior
coordination in the future, consideration for the
environment, incorporating the SDG perspective,
is an essential issue [26, 27]. However, environ-
mentally sustainable interior design criteria are
unclear, and few studies have been conducted. The
use of sustainable interior decoration materials
will become one of the new criteria for consumers
to choose products. Manufacturers and retailers
are expected to produce products with this con-
cept in mind [28]. The first step is to recognize
and share the importance of this concept.

In this way, interior coordination can be dis-
cussed from various perspectives. However, this
concept is difficult for general consumers to under-
stand, and it is difficult for them to incorporate it
into their actual lives [29]. It is required to be able
to understand and express interior coordination
intuitively.

2.2 Image Retrieval Technology
Image retrieval can be applied to various tasks
and retrieval targets, and many methods have
been proposed [30]. Among them, tag-based image
retrieval is one of the most representative image
retrieval methods. The user inputs a query text
associated with a tag representing the desired
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(a) Simple (b) Natural (c) Vintage (d) Feminine (e) Japanese Modern

Fig. 1: Coordination image samples used in this study

image [31]. Images in the database are pre-
assigned text tags, and images with relevant tags
are presented at the top of the retrieval results
by comparing the query with the tags. Tag-based
image retrieval is the most accurate way to find
the desired images if the database is given the cor-
rect tags and the user inputs the best query. How-
ever, tagging images is a time-consuming task, and
there is still the problem of ambiguity in the user’s
query.

Cross-modal retrieval is an image retrieval
method that can be used even when candidate
images have not been tagged with metadata; it
can retrieve images of different modalities with
text as the query [32–35]. In this approach, text
and images are projected into the same feature
space, allowing for the comparison of different
modalities. Cross-modal retrieval does not require
tagging of images to be retrieved, significantly
reducing the burden of database construction.
However, user query ambiguity remains an issue,
and various studies are being conducted to solve
this problem.

In content-based image retrieval, the input
query is an image [36–38]. Similar image retrieval
can be implemented by comparing the input query
image features with the features of the database
images. Since the amount of information in the
query is more significant than that of the text,
it is easier to retrieve the desired image. It is
worth noting that this retrieval approach assumes
that the user already owns the query’s contents,
limiting its availability.

In this study, we focus on content-based image
retrieval for interior coordination. We assume that
the user is a general consumer who does not have
specialized knowledge about interior coordination.
Here it is not easy to express the ideal interior
coordination linguistically. Images of interior coor-
dination rooms that reflect personal preferences
can easily be obtained from the Web. There-
fore, we consider content-based image retrieval as

the most appropriate method. The task of image
retrieval in interior coordination is not similar to
the task of identical object detection. Even if an
image contains the same object, the coordination
depends on the relationship with other furniture,
the overall color of the room, and the angle from
which the room is captured.

3 Our Retrieval Method
We employ three types of image features (object-
based, color-based, and semantic features) in the
proposed method to realize interior coordina-
tion retrieval. The object type and its positions
are essential in interior coordination; therefore,
we extract their information by applying a pre-
trained object detection model, YOLOv5 [39].
The detected object names are converted into
text feature representations using a pre-trained
text classification model, FirstText [40]. Then, we
divide the image into four rectangular regions and
extract histogram-based color features from each
region. Next, we extract semantic features from
a pre-trained deep learning model DenseNet [41].
Finally, features, including the information of
objects, positions, colors, and semantic informa-
tion of the image, are used to calculate the sim-
ilarity between the query and database. Figure 2
shows the overview of the proposed method.

First, we resize all images into the size of
768 × 512 pixels since various sizes of images are
expected to be input as queries in practical use.
This situation may affect retrieval performance.
The aspect ratio of the images is 3:2, which is
the standard aspect ratio of images taken by
smartphones and other devices. We first extract
object classes and their positional information
from images In(n = 1, 2, · · · , N ; where N is
the number of the target images) based on the
recently proposed sophisticated object detection
model YOLOv5 as follows:
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Fig. 2: Overview of the proposed method

ons,c = YOLOv5(In),

(s = 1, 2, · · · , S), (c = 1, 2, · · · , C), (1)

where ons,c is an object detected by YOLOv5; S
is the number of detected objects from In; C
is the number of classes. Note that ons,c includes
a detected object name and its positional infor-
mation of the bounding box in the image In as
follows:

ons,c ∈ (on,name
s,c ,vn,pos

s,c ), (2)
where on,name

s,c represents a text description of a
detected object, and vn,pos

s,c ∈ R4 represents coor-
dinates in an image. YOLOv5 is trained on a
large-scale dataset Microsoft common objects in
context (MSCOCO) [42]. MSCOCO dataset con-
sists of pairs of daily photos and their descriptions,
each of which is associated with object labels from
a set of 80 categories. MSCOCO dataset is widely
used for evaluations in image classification, object
detection, cross-modal vision, and language tasks.
Therefore, in the proposed method, the number
of classes that can be detected is 80, i.e., C =
80. In the practical situation, annotating coordi-
nated images is not a realistic approach because
it requires a lot of time and effort. This object
detection-based bottom-up attention that detects
the target objects automatically can solve the
annotation cost problem.

Although object detection-based bottom-up
attention can localize objects, the relationships
between each object still cannot be considered. In
a similar interior coordination image retrieval sit-
uation, it is considered that the same object is not
always present in the query and database. There-
fore, to enhance the robustness of our retrieval
method, we transform a detected object name

on,name
s,c into text features to consider the relation-

ships between detected objects as follows:

vn,txt
s,c = FirstText(on,name

s,c ),∈ R300 (3)

The function FirstText represents the text encod-
ing model for feature extraction. By transferring
object names into text features as vn,txt

s,c , we can
treat similar objects (e.g., sofa and bed) as sim-
ilar features when calculating object similarities.
This process is one of the advantages of the pro-
posed method. Finally, object-based features from
the images In can easily be extracted as follows:

vn,obj
s,c = [vn,txt

s,c
⊤
,vn,pos

s,c
⊤]

⊤
,∈ R304. (4)

In this way, we extract information of objects and
their positions from interior coordination images.
In retrieval situation, we do not have to provide
object-wise annotations for a query and database
since automatically detected objects and their
positions are compared to those of the database.

Next, we extract color features from In to
catch the atmosphere of the room. Color is one
of the essential elements in interior coordination.
Even if a room consists of the same furniture,
changing the color can significantly change the
image and mood of the room. For example, warm
colors, such as red and yellow, can uplift the mood
and create a sense of warmth. However, cold col-
ors, such as light blue and blue, make one feel
cooler and more focused. Additionally, neutral col-
ors, such as green, have a relaxing and healing
effect. Since it is not easy to capture such features
using object detection techniques, the proposed
method extracts new features focusing on colors.
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We divide the image In into four parts and extract
color histogram features c from each region as
follows:

vn,color = [cn,1
⊤, cn,2

⊤, cn,3
⊤, cn,4

⊤]
⊤
,∈ R64.

(5)
The number of bins used in this study is set to 64
experimentally.

Next, we extract semantic-based features In
to enhance the representation ability for image
retrieval. It is necessary to extract more generic
and robust features to represent various types of
furniture. We use a pre-trained deep learning-
based model DenseNet [41] to represent semantic
robust features. Among various types of deep
learning models, DenseNet is one of the sophis-
ticated models with fewer parameters and high
accuracy in the natural image classification task.
The advantage of DenseNet is that the model
has DenseBlocks to improve feature propaga-
tion in forward and backward fashions. Hence,
we employ DenseNet as a feature extractor and
extract semantic features vn,sem ∈ R2,048 from In.

Finally, we calculate the similarity of a query
and target database images based on the above-
derived features. Let Q denote a query image, and
its object-based text feature vobj

t,c (t = 1, 2, · · · , T )
can be calculated using Eqs. 1 - 4. Note that T
represents the number of detected objects from
the query image Q. Color features vcolor of Q can
also be calculated using Eq. 5.

The similarity of object features between Q
and In can be calculated as follows:

Sobj =
1

S + T

S∑
s=1

T∑
t=1

vobj
t,c · vn,obj

s,c

∥vobj
t,c ∥∥v

n,obj
s,c ∥

. (6)

Similarly, the similarity of color and semantic
features Q and In can be calculated as follows:

Scolor =
vcolor · vn,color

vcolorvn,color
, (7)

Ssem =
vsem · vn,sem

vsemvn,sem
. (8)

The integrated similarity is calculated as fol-
lows:

S = αSobj·βScolor·γSsem, s.t. α+β+γ = 1, (9)

where α, β, and γ are weighted parameters. From
the obtained similarities S, we can rank the can-
didate images in the database, and top k ranked
images are provided to users as a retrieval result.
In this paper, we experimentally set each weighted
parameter as 0.33.

4 Results

4.1 Research data
In this study, we construct a similar image
retrieval method using images of coordination
samples provided by Nitori as the NITORI-
dataset. As shown in Fig. 3, there are many types
of coordination examples from the perspective of
the types of the room (e.g., bedroom (Fig. 3
(a)), dining room (Fig. 3 (b)), and living room
(Fig. 3 (c))). For example, the same bedroom can
look different depending on the furniture, color,
and atmosphere of the room. In this way, room
coordination is an abstract concept with com-
plex elements, and there have been few studies to
express it quantitatively.

We also use another room image dataset
for real-world applications, the CVPR-indoor-
dataset, which was proposed in 2009 for room
image recognition [43]. The dataset consists of
images collected based on search engines on the
Web, such as Google, and images collected from
Flicker, an image-posting service. Note that this
dataset excludes coordinated room images but
various room images collected from the Web plat-
forms. In this study, we use this dataset as a
query image to qualitatively evaluate the interior
coordination retrieval accuracy.

We construct a similar image retrieval method
for interior coordination using the above dataset
and verify the effectiveness of the proposed tech-
nique. As far as we know, no similar image
retrieval technique focusing on interior coordina-
tion has been proposed. Additionally, the effec-
tiveness of the method using images with well-
organized coordination has not been verified so
far.

4.2 Experimental Settings
We used the following two datasets in the experi-
ment.
NITORI-dataset (Fig. 3) is images of interior
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(a) Bedroom coordination samples

(b) Dining room coordination samples

(c) Living room coordination samples

Fig. 3: Examples of interior coordination images categorized by the type of the room from the NITORI-
dataset

(a) Bedroom coordination samples

(b) Dining room coordination samples

(c) Living room coordination samples

Fig. 4: Examples of interior coordination images categorized by the type of the room from the CVPR-
indoor-dataset

coordination samples provided by Nitori. It con-
sists of 43 bedroom, 27 dining room, and 102 living
room images (a total of 172 images). The annota-
tion of the definition of the room was conducted
by a Nitori employee.
CVPR-indoor-dataset (Fig. 4) consists of
images for indoor scene recognition. It consists of

67 indoor categories and 15,620 images. The num-
ber of images is different for each category; how-
ever, each category contains at least 100 images.
There is no consideration of room interior coor-
dination. Therefore, we selected the classes and
images according to the NITORI-dataset. In this
experiment, we used 25 bedroom, 35 dining room,
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Table 1: Explanation of the proposed method and comparison methods
Method Overview
PM Our proposed method using multi-view features
CM 1 (color + obj) The method using color and object features
CM 2 (obj) The method using object features
CM 3 (color) The method using color features
CM 4 (DenseNet201) [41] The method using the output feature of DenseNet201. DenseNet is the

network using skip connection architectures and the improved version
of ResNet.

CM 5 (InceptionRes-
NetV2) [44]

The method using the output feature of InceptionResNetV2. Incep-
tionResNetV2 is the network builds on the Inception architectures but
incorporates residual connections.

CM 6 (InceptionV3) [45] The method using the output feature of InceptionV3. InceptionV3 is
the network builds on Label Smoothing, Factorized convolutions, and
an auxiliary classifier.

CM 7 (ResNet50) [46] The method using the output feature of ResNet50. ResNet is the net-
work builds on residual blocks to alleviate the problem of very deep
networks.

CM 8 (VGG19) [47] The method using the output feature of VGG19. VGG is the network
having improved the traditional convolutional neural networks.

CM 9 (Xception) [48] The method using the output feature of Xception. Xception is the net-
work builds on the depthwise separable convolutions.

and 23 living room images (a total of 83 images)
as query images.

As evaluation metrics, we used mean average
precision (MAP)@k and normalized discounted
cumulative gain (NDCG)@k. Both metrics rep-
resent the performance for retrieval. MAP@k
reflects the accuracy of top-ranked items by a
model and can be calculated as the mean of
AP@k for each item in the test dataset. NDCG@k
involves a discount function over the rank, while
many other measures uniformly weight all posi-
tions. We used k = 4 in this experiment and
set the ground truth to three classes: bedroom,
living room, and dining room. As comparari-
son methods, we employed deep learning-based
semantic, object-based, and color-based features,
as presented in Table 1.

4.3 Experimental Results
Tables 2 and 3 presents the retrieval performance
of the proposed method and comparison meth-
ods. We can see that our method achieved higher
performance than other methods on average. In
case query images were from the NITORI-dataset,
retrieval accuracy of each method was higher
than that from the CVPR-indoor-dataset. It is
confirmed that the performance of the proposed

method is the highest when the query images
are from the NITORI-dataset, which is a well-
coordinated dataset. However, when query images
are from the CVPR-indoor dataset, which is not
intended for coordination, the retrieval perfor-
mance of all methods decreases.

Figure 5 shows the retrieved samples of the
proposed method query with the NITORI-dataset.
As shown in Fig. 5, similar coordination images
can be retrieved from the database using the
proposed method. Even if the room types are dif-
ferent in the query image, our method based on
multi-view features works well.

5 Discussion
The experimental results show that the proposed
method can provide similar interior coordination
images. Although there are various types of similar
image retrieval methods, it is necessary to consider
the coordination characteristics to realize interior
coordination retrieval.

Interior coordination is essentially something
that everyone in the world can enjoy individually;
however, it is abstract and difficult to understand.
Our retrieval approach will make interior coor-
dination more accessible and concrete for users.
One of the advantages of this study is that it



Springer Nature 2021 LATEX template

Similar Interior Coordination Image Retrieval with Multi-view Features 9

Table 2: MAP@4 on each dataset
Method NITORI-dataset CVPR-indoor-dataset Mean
PM 0.850 0.223 0.537
CM1 (color+obj) 0.525 0.111 0.318
CM2 (obj) 0.650 0.205 0.428
CM3 (color) 0.483 0.008 0.246
CM4 (DenseNet201) [41] 0.817 0.226 0.522
CM5 (InceptionResNetV2)) [44] 0.483 0.108 0.300
CM6 (InceptionV3) [45] 0.817 0.201 0.509
CM7 (ResNet50) [46] 0.483 0.178 0.331
CM8 (VGG19) [47] 0.817 0.193 0.505
CM9 (Xception) [48] 0.750 0.229 0.490

Table 3: NDCG@4 on each dataset
Method NITORI-dataset CVPR-indoor-dataset Mean
PM 0.858 0.219 0.539
CM1 (color+obj) 0.507 0.109 0.308
CM2 (obj) 0.643 0.193 0.418
CM3 (color) 0.500 0.008 0.254
CM4 (DenseNet201) [41] 0.843 0.222 0.533
CM5 (InceptionResNetV2)) [44] 0.508 0.104 0.306
CM6 (InceptionV3) [45] 0.824 0.213 0.519
CM7 (ResNet50) [46] 0.782 0.188 0.485
CM8 (VGG19) [47] 0.750 0.198 0.474
CM9 (Xception) [48] 0.792 0.234 0.513

does not require any annotation by the user. Even
if the user is not familiar with interior coordi-
nation, they can retrieve similar coordinates by
simply uploading an image. Additionally, from
the manufacturer and retailer perspectives, tag-
ging coordinates is a very labor-intensive task
when creating new products one after another. In
this study, we use furniture detection and feature
extraction based on an object recognition tech-
nique, which enables retrieval without annotation.
Using this method makes it possible to build a
robust retrieval technology.

There are several limitations to this study.
First, the proposed method was constructed with
reference to the defined coordination. However,
the definition of interior coordination is broad,
and it is still difficult to evaluate quantitatively.
We used room type as a criterion for evaluation;
however, evaluation should be done using coordi-
nation tags from all perspectives. The evaluation
was based on the accuracy of the retrieval, but it

is thought that evaluation by professional coordi-
nators will also be necessary. We will try to solve
the above issues in the next step of this study.

6 Conclusion
We have presented the novel similar image
retrieval method for interior coordination.
We employed object-based, color-based, and
semantic-based features for interior coordination
image retrieval. Our method integrating these
multi-view features achieved higher retrieval per-
formance than conventional methods in several
datasets.
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Fig. 5: Retrieved samples using the proposed method
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