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Abstract 
 

Research on sign language recognition can be divided into two categories: 

recognition of consecutive signs, like simultaneous sign language interpretation for news 

programs, and word recognition, called isolated sign recognition. This study focuses on 

enhancing recognition and improving processing speed for isolated sign language. 

Examples of concrete applications of sign language word recognition include 

conversational sign language recognition and support for the deaf and hard of hearing 

and sign language learners. For example, we believe that signers can be photographed 

and automatically converted into words or speech sounds to facilitate smooth 

communication between people who do not use sign language and those who understand 

sign language. In recent years, various researchers have proposed models for sign 

language recognition, and the research on sign language recognition has made 

significant progress but is not yet complete: On a dataset of about 230 words, the 

recognition rate is above 98% and approaching human recognition levels. Recently, 

GPUs have become more powerful, enabling real-time processing. In this paper, based 

on the SAM-SLR (Skeleton Aware Multi-model Sign Language Recognition) model, we 

propose a method to further enhance the recognition rate by reusing the estimated 

information for each epoch output during learning, utilizing joint coordinates (Joint) and 

bone coordinates (Bone) with posture estimation information. Additionally, we present a 

methodology for re-evaluating when the difference between Top-1 and Top-2 

recognition evaluation values is low. Furthermore, we introduce an approach to improve 

processing speed while preserving the recognition rate and evaluation value, enhancing 

the practical utility of sign language recognition. 

The SAM-SLR, based on our research, secured victory in the 2021 competition 

utilizing the AUTSL (Ankara University Turkish Sign Language) dataset and achieved 

an impressive recognition rate of 97.64%. We have conducted research to improve the 

recognition rate further, as some researchers have reported that the recognition rate of 

the dataset AUTSL could be increased to just under 99%. The second proposal focuses 

on the low recognition rate when the difference between the recognition results' Top-1 

and Top-2 evaluation values is slight. It is a method that aims for even higher 

recognition without compromising the high recognition rate of the existing model, re-

evaluating the results using a new technique not employed in the existing model. With 

the recognition rate of the AUTSL dataset approaching human levels to achieve practical 
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usability, the next challenge revolves around processing speed. To enhance processing 

speed, the main proposals include maintaining the recognition rate, addressing the parts 

of the dataset that do not work on current GPUs, seamlessly connecting four independent 

modalities from one video, and reducing the recognition response time. 

The paper consists of six chapters. Chapter 1 describes the background and 

objective of the research. In particular, it discusses the challenges of improving the 

recognition rate and processing speed of the SAM-SLR model. 

In Chapter 2, we describe related studies on the isolated sign language recognition 

model. In particular, the model SAM-SLR, on which this study is based, is described in 

detail. 

In Chapter 3, we describe a method to improve the recognition rate based on the 

SAM-SLR model. Focusing on the high recognition rate of Joint and Bone in the SAM-

SLR model's recognition process, we propose a method to reuse the estimated results of 

Joint and Bone for each epoch during training. Initially, we aggregate the Top-1 

evaluation values for each class up to an arbitrary epoch and adopt the class with the 

highest total Top-1 evaluation value. Additionally, we propose an algorithm that 

sequentially searches from that arbitrary epoch to epoch 0, taking the evaluation result 

when the Top-1 corresponds to that class as the result of the arbitrary epoch evaluation. 

This method is applied to the SAM-SLR recognition methods Joint and Bone, 

respectively, to improve the recognition rate. Furthermore, the recognition rate can be 

improved by applying the Joint and Bone results to these higher-level methods' Multi-

stream and SAM-SLR models. 

In Chapter 4, we discuss further methods to improve the recognition rate based on 

the SAM-SLR model. The decision to implement re-evaluation is based on conditions 

such as when the difference between the Top-1 and Top-2 evaluation values from the 

SAM-SLR recognition results is slight and when a sign, such as one hand, is within the 

face area. The evaluation method for re-evaluation is to create a triangular mesh based 

on the positions of facial parts such as eyes, nose, mouth, chin, and cheeks, and to 

capture the index finger position in the triangular mesh shape so that the positions can be 

compared relatively even for different facial shapes. This method more accurately 

captures sign language recognition that touches the mouth, nose, forehead and is 

evaluated by comparing the positions of all Train and Test data in each class. The 

recognition rate improved from 97.94% to 98.24%. 

In Chapter 5, we describe a method to improve the processing speed to maintain the 

recognition rate in the SAM-SLR model and reduce the recognition response time. First, 

since the Optical Flow used in the RGB-Flow modality of the SAM-SLR model does not 

work on current GPUs, the code was modified to obtain results equivalent to the original 
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method, and four independent modalities were seamlessly connected from one video for 

recognition processing. Next, to reduce the recognition response time, we reduced 

processing, parallelized, changed from Python to C++, and utilized internal memory 

while maintaining the recognition rate. Consequently, the difference between the 

original and proposed methods of modified code in optical flow processing was almost 

the same visually for the optical image. There were some numerical differences, but they 

were within a minor range. Additionally, for the MMPose posture estimation process, 

the original and proposed methods produced almost the same results. The recognition 

evaluation values were almost the same, and the recognition rate was also the same. The 

average recognition response time was reduced from about 4.4 seconds to 0.72 seconds, 

about six times faster than the serial processing and the proposed method. 

In Chapter 6, we discuss the improvement of recognition rate and processing speed 

for isolated sign language recognition and conclude the paper. This chapter summarizes 

the study's findings on sign language recognition and processing speed improvement and 

discusses future developments. 
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Chapter 1 

 

Introduction 
 

1.1  Isolated sign language 
 

The inception of computer-based sign language recognition began with image 

recognition, such as fingerspelling, and has evolved to encompass sign language word 

recognition, along with sign language video recognition, including conversational sign 

language. Learning sign language video recognition necessitates a high-performance 

CPU or GPU for image processing, with simple sign language recognition becoming 

feasible on GPUs since around 2020. Sign language video recognition can be 

categorized into two main types: continuous sign language, observed in TV news 

programs, and "word-based sign language recognition," known as isolated sign language. 

Isolated sign language consists of word-by-word sign language stored in a video, 

utilizing the video as a frame image for learning and recognition through an image 

recognition model. Research on isolated sign language recognition also plays an 

important role in advancing conversational sign language recognition, which is 

anticipated to become mainstream in the future. 

 

1.2  Research Background 
 

In this study, our focus is on enhancing both the recognition rate and real-time 

processing for isolated sign language recognition. Specific applications of isolated sign 

language recognition include supporting the deaf and aiding sign-language learners. Sign 

language serves as a means of communication for people who are deaf or hard of 

hearing; however, it can be a challenging tool for those unfamiliar. Therefore, we 

envision facilitating smooth communication for individuals who do not use sign 

language by capturing sign language through photographs and automatically converting 

it into subtitles and voice for better understanding. Over the past few years, various 

researchers have proposed models for sign language recognition, and while significant 

progress has been made, the research is not yet complete. Some sign language datasets 

are approaching human perception levels, surpassing 98%. With recent improvements in 

GPU performance, real-time processing has become achievable. Additionally, 
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advancements in smartphone capabilities have led to the emergence of proposals for 

applications that recognize sign language on smartphones. In this study, we establish the 

following criteria to facilitate the practical implementation of real-time processing for 

isolated sign language: 

・Enhance the recognition rate of isolated sign language to be equal to or close to 

the human recognition rate compared to conventional methods. 

・ Ensure that the response time for sign language recognition following the 

playback of a video is within 1 second. 
However, it is essential to note that in this paper, the term "real-time" is defined as 

increasing the recognition processing speed as much as possible so that the sign 

language recognition response time does not appear long. This implies a response within 

about one second after the sign language video is played. 
 

   



Enhancing Recognition and Improved Processing Speed for Isolated Sign Language Recognition 
.                                                                                                                                             Noriaki Hori 

 

3 

 

1.3  Research Problems 
 

This paper has two challenges: improvement in recognition rate and real-time 

processing. Regarding recognition rate improvement, two methods are proposed based 

on the Skeleton Aware Multi-Model Sign Language Recognition (SAM-SLR [1]) model 

from previous research. The first method aims to further enhance the recognition rate by 

using fewer modalities, assuming the introduction of future mobile devices. According 

to the recognition results using the Turkish Sign Language Dataset, Ankara University 

Turkish Sign Language (AUTSL), one of the modalities, Multi-stream, has achieved the 

highest recognition rate at 96.47%. Also, Multi-stream consists of four streams: Joint, 

Bone, Joint Motion, and Bone Motion, with different posture position information, and 

their recognition rates are 95.35%, 95.69%, 93.21%, and 93.29%, respectively. 

Furthermore, to improve the recognition rate, we propose a method to reuse the 

estimated results output for each epoch and enhance the recognition rate for Joint and 

Bone. The second method improves the recognition rate more than the original method 

to reach the level of human recognition. While SAM-SLR currently achieves a high 

recognition rate of 97.94% on our PCs, further enhancing the recognition rate presented 

a challenge. One researcher assumed that the recognition rate could be increased to just 

under 99%. The proposed method focuses on the low recognition rate when the 

difference between the Top-1 and Top-2 evaluation values in the recognition results of 

the SAM-SLR model is slight and performs re-evaluation. The re-evaluation method is a 

process of reassessing the relative position of the index finger in the face area at the 

reference point of the face part. In real-time processing, based on the model from 

previous research, the four independent modalities are processed in real-time to shorten 

the recognition response time. The original Optical Flow does not work on current GPUs 

to perform real-time processing, so modifying the code to produce an output equivalent 

to the original method is necessary. Additionally, to shorten the recognition response 

time, the parallel processing and attitude estimation process from the video playback 

time were reduced from two images to one image. 
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1.4  Proposed Approaches 
 

In this study, Skeleton Aware Multi-Model Sign Language (SAM-SLR) [1] was 

utilized as the sign word recognition model, and Ankara University Turkish Sign 

Language (AUTSL) [2] served as the sign language dataset. We implemented a method 

of reusing the estimation results for each epoch during learning and introduced another 

method for re-evaluation. The re-evaluation process involved comparing relative index 

finger positions based on face part positions, with attention to the observation that the 

recognition rate tends to be low when there is a small difference between the Top-1 and 

Top-2 evaluation values of recognition results. Additionally, we addressed speed 

improvement by fixing the issue with Optical Flow processing, which does not function 

with the current GPU, leading to a reduction in recognition response time. Subsequently, 

we elaborate on the research methodologies for each approach. 
 

1.4.1 How to reuse estimation results per epoch 
 

This study focused on the Multi-stream modality, which boasts the highest 

recognition rate in the SAM-SLR model. Multi-stream is a method that achieves this 

enhancement through Late Fusion, combining recognition results from four streams: 

Joint, Bone, Joint Motion, and Bone Motion. Our specific target was the highly 

recognized Joint and Bone streams. The proposed reuse method involves reusing Top-1 

estimation results for each epoch during learning, where Top-1 signifies the estimation 

result of the class with the highest value. Subsequently, we compared recognition rates 

for Joint, Bone, Multi-stream, and SAM-SLR, evaluating the proposed approach against 

conventional methods. 
 

1.4.2 A method to re-evaluate by focusing on the difference in 
evaluation values after recognition results 
 

In this study, we proposed a re-evaluation method focusing on the low recognition 

rate when the difference between the Top-1 and Top-2 recognition evaluation values is 

low in the recognition results of the SAM-SLR model. The evaluation process 

determines whether to initiate re-evaluation based on the disparity in evaluation values. 

Specifically, it involves creating a triangular mesh using the face part's position and 

comparing the index finger's position on the mesh. This method can more accurately 

capture sign language recognition, especially when fingers touch the mouth or nose. It 

also elucidates variations in recognition results attributed to differences in recognition 
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rates among conditions such as one hand and both hands, as well as variations in 

evaluation calculations between 1.0, 2.0, and 3.0. 

 

1.4.3 Process speed improvement method 
 

In this study, the method for improving the processing speed of the proposed 

method is based on the SAM-SLR model and is divided into two parts. The first step is 

to modify the four independent modality processes to output the recognition results for 

each video from all the test data, connect each seamlessly, and output the recognition 

results by Late Fusion. The second step is to shorten the recognition response time. The 

problem in the first step is that the software of Optical Flow, which is one of the 

modalities, does not work with the current GPU, so it was necessary to correct the code 

to achieve the same results. The results showed that the evaluation values of the original 

method and the proposed method, the modified code, were approximately the same. In 

the second stage, the imperative was to reduce processing time in multiple areas. The 

challenge lay in shortening and parallelizing the posture estimation process, converting 

Python to C++, and utilizing internal memory. The original method uses a method of 

processing posture estimation on two images and employing more reliable position 

information. In the proposed method, attitude estimation processing was performed only 

for 640x640 images. The results showed similarities between the original method and 

the outcomes, alongside a 1.6 times increase in processing speed. We also found that if 

this process is executed only from video playback, the process is completed during video 

playback. This study compares the case where the four modalities are serially processed 

with the proposed method to show its effectiveness. We also discuss the differences in 

evaluation values between the conventional and proposed methods for posture 

estimation and Optical Flow processes. 
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1.5  Chapter outlines 
 

The structure of the next chapter is outlined as follows. Chapter 2 provides an 

overview of previous research on isolated sign language recognition. Specifically, the 

SAM-SLR model serving as the foundation for this study will be detailed extensively. 

Chapter 3 introduces a method for enhancing isolated sign language recognition by 

reusing estimation results for each epoch during machine learning. In Chapter 4, the 

focus is directed toward addressing the low recognition rate, specifically when the 

difference between the Top-1 and Top-2 evaluation values in the recognition results of 

SAM-SLR is slight. Chapter 5 proposes a method designed to increase the recognition 

speed of the SAM-SLR model. Finally, Chapter 6 provides a summary of the content of 

this article. 
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Chapter 2 

 

Related works 
 

2.1  Models of isolated sign language recognition 
 

Sign language recognition (SLR) has achieved great strides in recent years to 

achieve high recognition accuracy, thanks to the development of practical deep learning 

architectures and a surge in computational power. Researchers often use methods in 

which images are preprocessed to obtain finger, arm, nose, and mouth position 

information through Optical Flow and posture estimation processes, and 3DCNN is used 

to model spatio-temporal information for sign language recognition. Especially each 

modality has recently been fused to improve recognition rates further. One example is 

the SAM-SLR [1] model, which improves performance by fusing multi-modal 

information. Specifically, on RGB video recognition, three distinct architectures 

(3DCNN, SSTCN [1], SL-GCN [1]) were employed to extract features from four 

modalities RGB-Frames [1], RGB-Flow [1], SSTCN, and SL-GCN for independent sign 

language recognition. For preprocessing, the Denseflow API provided by OpenMMLab 

[3] with OpenCV and CUDA implemented is used to obtain Optical Flow using the TV-

L1 algorithm [4]. MMPose [5] is also used for attitude estimation, which is used to 

preprocess SSTCN and SL-GCN. In this chapter, we first present the data sets used, the 

four modalities RGB-Frames, RGB-Flow, SSTCN, and SL-GCN, then the Multi-stream 

[1] used in SL-GCN, and finally, Late Fusion and GEM for multi-modal ensembles.  

The dataset AUTSL [2] was created for a sign language recognition competition 

and contains Turkish Sign Language. It contains 36,302 video files, each of RGB and 

Depth Video. (Table 2.1) This data set is publicly available on the Internet and can be 

easily obtained by anyone. The videos are all 512 x 512 in size, with the signer standing 

or sitting almost in the center. Only RGB is used in this case. (Fig. 2.1) The number of 

signs for the words used is 226, which is small compared to other datasets (500 words 

for SLR500 [6], 2,000 words for WLASL-2000 [7], 1,000 words for MS-ASL [8], and 

1,064 words for BSL-1K [9]), but the sample size is large compared to other more 

significant than the other datasets. 
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Table 2.1. Summary of isolated sign language datasets. 

Dataset Signs Signers Language 
Samples 

Training Validation Testing Total 

AUTSL 226 43 Turkish 28,142 4,418 3,742 36,302 

 

  

Fig. 2.1.  Images of dataset AUTSL. 

 

Table 2.2 illustrates the recognition rates of the Test data when exclusively trained 

on the Train data from the AUTSL dataset, which was utilized in the previously 

mentioned competition. The table lists various models with publicly available codes. 

Notably, the SAM-SLR model exhibits a commendable recognition rate, serving as the 

foundational reference for our proposal to enhance recognition rates and processing 

speed. A detailed explanation of this model will be provided later in the text. The 

discussion of other models is reserved for Chapter 4, Introduction. 

Table 2.2. Main competition results using Train dataset for AUTSL. 

 Models Accuracy 

1 SAM-SLR ver.1 97.62% 

2 USTC-SLR 97.62% 

3 Novopoltsev et al. 95.72% 

4 Coster et al. 92.92% 

 

  



Enhancing Recognition and Improved Processing Speed for Isolated Sign Language Recognition 
.                                                                                                                                             Noriaki Hori 

 

9 

 

2.2 Skelton Aware Multi-modal Sign Language 
Recognition (SAM-SLR) model 
 

SAM-SLR [1] stands for Skeleton Aware Multi-Model Sign Language Recognition, 

and this model Features four modalities: Multi-stream, Features, RGB-Frames, and 

RGB-Flow's recognition results are fused with late fusion to increase the recognition rate. 

(Fig. 2.2)  

Starting from the top of the figure, Multi-stream recognizes the positional 

information of MMPose hands and fingers as input information in the SL-GCN (Sign 

Language Graph Convolutional Network) model. Features uses a 24x24 heat map of the 

image as input information for the location of the chin, mouth, shoulders, arms, wrists, 

fingertips, and the base of the fingertips to be recognized by the SSTCN (separable 

spatial-temporal convolutional network) model. RGB-Frames crops each image so that 

the person is in the center and recognizes it with a 3DCNN model. For RGB-Flow, each 

image is processed by Optical flow, cropped in the same way as RGB-Frames, and 

recognized by the 3DCNN model. The code for optical flow processing in SAM-SLR is 

implemented in C++, while the remainder is scripted in Python, with both the learning 

and recognition processes executed in PyTorch. In addition, all four modalities use 

position information from the MMPose posture estimation process. 
 

 
Fig. 2.2. The skeleton aware multi-modal sign language recognition framework (SAM-
SLR [1]). 

 

Table 2.3 displays the recognition results for the Validation data trained on the 

Train data of the AUTSL dataset, showcasing the recognition rate for each stream and 

modality used in the Multi-stream. Ultimately, the recognition rate increased to 96.96% 

due to Late Fusion applied to each modality. Notably, the recognition rate for the 
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Validation data is slightly lower than that of the Test data across each stream and 

modality. The Multi-stream and Joint also exhibit high recognition rates at 95.45% and 

95.02%, respectively. The trend in recognition rates for each stream and modality 

closely mirrors that observed in the Test data. 

Table 2.3.  Result of Multi-stream and each modality on AUTSL Validation set. 

Stream Top-1 Top-5 Modality Top-1 Top-5 

Joint 95.02 99.21 Multi-stream 95.45 99.25 

Bone 94.70 99.14 Features 94.32 98.84 

Motion Joint 93.01 98.85 RGB Frames 94.77 99.48 

Motion Bone 92.49 98.78 RGB Flow 91.65 98.76 

 
 

2.2.1 Multi-stream  
 

First, two images are prepared by creating a 640x640 image from a 512x512 image, 

one frame at a time from the sign language video. Next, the positional accuracy of the 

two images is compared, and the better information is used and saved to a file (Ex. 

signer6_sample1_color.npy). Joint uses the position information of the fingertips and 

hands as joint positions and generates a file (e.g., data_joint. npy). Bone uses the middle 

position of the two joints to generate a file (e.g., data_bone.npy). Joint Motion generates 

a file (e.g., data_joint_motion.npy) using the difference between the positions of the 

joints in the two frames. Bone Motion generates a file (e.g., data_bone_motion.npy) 

using the difference between the positions of the bones in the two frames. Bone Motion 

uses the difference in bone position between the two frames to generate a file (e.g., 

data_bone_motion.npy).  

In the machine learning process, using the SL-GCN (Sign Language Graph 

Convolutional Network) model, Joint, Bone, Joint Motion, and Bone Motion each have a 

posture estimation information file (e.g., data_joint.npy, data_bone.npy, 

data_joint_motion.npy, data_bone_motion.npy) are trained separately as input data. A 

file of trained weights for each epoch (e.g., sing_joint_final-0.pt, sing_bone_final-0.pt, 

sing_joint_motion_final-0.pt, sing_bone_motion_final-0.pt, sing_joint_motion_final-0. 

pt, sing_bone_motion_final-0.pt), respectively, are generated.  

The recognition process involves loading a file (.pt file) of data of trained weights 

into the SL-GCN model, resulting in a file (.pkl) of recognition results. Multi-stream is 

created by Late Fusion of the evaluation values of the recognition results of the four 

streams. 
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Table 2.4. Each process and code file name with Names of example related files for 

Multi-stream. 

Each process Code file name Input file examples Output file examples 

Preparing demo.py signer6_sample1_color.mp4 signer6_sample1_color.npy 

Joint’s preparing sign_gendata.py signer6_sample1_color.npy data_joint.npy 

Bone’s preparing gen_bone.py data_joint.npy data_bone.npy 

Joint-Motion’s 
preparing 

gen_motion_data.py data_joint.npy data_joint_motion.npy 

Bone-Motion’s 
preparing 

gen_motion_data.py data_bone.npy data_bone_motion.npy 

Learning main.py 

data_joint.npy 
data_bone.npy 
data_joint_motion.npy 
data_bone_motion.npy 

sign_joint_final-0.pt 

sign_bone_final-0.pt 

sign_joitn_motion_final-0.pt 

sign_bone_motion_final-0.pt 

Recognition main.py 

data_joint.npy 
data_bone.npy 
data_joint_motion.npy 
data_bone_motion.npy 

epoch_0.pkl 
epoch_0.pkl 
epoch_0.pkl 
epoch_0.pkl 

 

The Multi-stream evaluation value is obtained by substituting the estimated results 

q and weights α = {1.0, 0.9, 0.5, 0.5} for each stream of Joint, Bone, Joint Motion and 

Bone Motion into the following formula (2.1). 

 

𝑞 = 𝛼 𝑞 + 𝛼 𝑞 + 𝛼 𝑞 + 𝛼 𝑞  (2.1) 

 
2.2.2 Features 
 

A novel separable spatial-temporal convolutional network (SSTCN) that learns 

from whole-body skeletal features was devised to exploit the information of whole-body 

key points fully. The model's creators say they learned from ResNet2+1D [11] that the 

performance of an action recognition model could be further improved by factorizing the 

network into temporal and spatial parts. This section describes the data processing 

procedure for Features. Each image is extracted from a sign language video file and 

processed. Each image is extracted from a sign language video file and processed. Next, 

each frame of the image is resized from 512x512 to 384x384. Finally, each RGB color 

component of the image is divided by 255, then 0.406, 0.456, and 0.485 are added to 
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each respective component, and the result is divided by 0.225, 0.224, and 0.229. This 

processed image is then used in the posture estimation process by MMPose. (Fig. 2.3)  

 

        

 

(a) Original image. (b) Resized image with brightness adjustment. 

Fig. 2.3. Preparing of image for Features. 

The number of images in the input data is adjusted by 60. To always have 60 

images, the images are thinned out and adjusted evenly for continuous use. When there 

are exactly 60 images, use them all, numbered from 0 to 59. If there are 59 images, 

repeatedly use image 0, resulting in the sequence 0, 0, 1, 2, ..., 57, 58. For cases with 58 

or fewer images, continuously use image 0 and multiples of the total number divided by 

(60 - total number). For instance, with 58 images, use 0 and 29 in a repeating pattern, 

like 0, 0, 1, 2, ..., 28, 29, 29, 30, …, 56, 57. If there are 61 images, omit image 0 and use 

images 1 through 60. For cases with 62 or more images, selectively omit image 0 and 

multiples of (total number + 1) divided by (total number - 60). For example, with 62 

images, omit images 0 and 31, and use images 1, 2, ..., 29, 30, 32, 33, ..., 60, 61. With 63 

images, omit images 0, 21, and 42, and use images 1, 2, ..., 19, 20, 22, 23, ..., 40, 41, 43, 

44, ... 61, 62. This ensures that the total number of images is always adjusted to 60 by 

selectively omitting and using images continuously. (Table 2.5) 

Table 2.5. Adjusting image numbers for a total of 60 images. 

Number of 
Images 

Consecutive 
number 

Omitted  
number 

Example results 

58 0, 29  0, 0, 1, 2, …, 28, 29, 29, 30, …, 56, 57 

59 0  0, 0, 1, 2, …, 57, 58 

60   0, 1, 2, …, 58, 59 

61  0 1, 2, … 59, 60 

62  0, 31 1, 2, …, 29, 30, 32, 33, …, 60, 61 

63  0, 21, 42 1, 2, … 19, 20, 22, 23, …, 40, 41, 43, 44, …, 61, 62 
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A heatmap (96x96) of each of the 33 positions (chin, mouth, shoulders, arms, wrists, 

fingertips, and base of fingertips) is extracted from the images using the posture 

estimation process MMPose wholebody_w48_384x384_adam_lr1e-3. The heatmap size 

is then downsized to 24x24, and this information is used as input data and saved as a file 

(.pt). The machine learning process uses the training data file (.pth) as input information 

for the SSTCN model and generates a training file (.pth). The recognition process also 

causes the SSTCN model to read the training file (.pth) and derive recognition results 

using the training file (.pt) of test data as input information. 

Table 2.6. Each process and code file name with Names of example related files for 
Features. 

Each process Code file name Input file examples Output file examples 

Preparing wholepose_features_extraction.py signer6_sample1_color.mp4 signer6_sample1_color.pt 

Learning train_parallel.py signer6_sample1_color.pt T_Pose_model.pth 

Recognition test.py signer6_sample1_color.pt T_Pose_model_test.pkl 
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2.2.3 RGB-Frames 
 

The modalities RGB-Frames and RGB-Flow (Optical Flow) are modeled using a 

3DCNN, using the ResNet2+1D [11] architecture that separates the temporal and spatial 

convolution of a 3DCNN. The model features the ResNet2+1D-18 variation pre-trained 

on the Kinetics [12] dataset as the backbone of choice, improving accuracy. In addition, 

the model is pre-trained on the largest dataset available, SLR500, for RGB Frames. The 

following describes the data processing procedure for RGB-Frames.  

First, frame images are extracted from the sign language video individually. The 

posture estimation process MMPose is processed from the frame images to create a 

position information data file. (.npy) The file of each frame image is used to extract the 

joint position information of the chin, both eyes, both ears, both shoulders, both elbows, 

both wrists, and both hands, and the left end, right end, top end, and bottom end (Fig. 

2.4(a)) are obtained so that the person is centered using the following formula to create a 

256x256 image (Fig.2.4(b)) (Table 2.7, Preparing 2). Input Test data to the developed 

model and get estimation results. 

 

 

(a) Crop image (b) 256x256 image 

Fig. 2.4. Preparing of image for RGB-Frames. 

Table 2.7. Each process and code file name with Names of example related files for 
RGB-Frames. 

Each process Code file name Input file examples Output file examples 

Preparing 1 demo.py signer6_sample1_color.mp4 signer6_sample1_color.npy 

Preparing 2 gen_frames.py 
signer6_sample1_color.mp4 
signer6_sample1_color.npy 

0000.jpg 

Learning Sign_Isolated_Conv3D_clip.py 0000.jpg results_epoch_.pkl 

Recognition Sign_Isolated_Conv3D_clip_test.py 0000.jpg results_epoch_.pkl 
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2.2.4 RGB-Flow 

 
RGB-Flow (Optical Flow) modality is modeled using a 3DCNN, like RGB-Frames. 

The following describes the data processing procedure for RGB-Frames. First, frame 

images are extracted from the sign language video individually. Next, Optical flow 

processing (Table 2.8, Preparing 2) creates two images (Fig. 2.5(c) and (d)) in x- and y-

axis directions from two consecutive frame images (Fig. 2.5(a) and (b)). The optical 

flow image (Fig. 2.5(e)) employed in the RGB-Flow process is composed by overlaying 

X-axis optical flow (Fig. 2.5(c)) on the B frame, Y-axis optical flow (Fig. 2.5(d)) on the 

G frame, and once again, X-axis optical flow on the R frame (Table 2.8, Preparation 3). 

Finally, similar to the RGB-Frames process, the optical flow image is cropped using 

positional information from posture estimation to center the person and then resized to 

256x256. 

  
(a)  (b)  

Consecutive frame images 

  
(c) X-axis optical flow (d) Y-axis optical flow 

 
(e) Optical Flow image 

Fig. 2.5. Preparing of image for RGB-Flow. 
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Table 2.8. Each process and code file name with Names of example related files for 
RGB-Flow. 

Each 
process 

Code file name Input file examples Output file examples 

Preparing 1 demo.py signer6_sample1_color.mp4 signer6_sample1_color.npy 

Preparing 2 Docker (extract_optical_flow.sh) signer6_sample1_color.mp4 
flow_x_00000.jpg 
flow_y_00000.jpg 

Preparing 3 gen_flow.py 
signer6_sample1_color.npy 
flow_x_00000.jpg 
flow_y_00000.jpg 

0000.jpg 

Learning Sign_Isolated_Conv3D_flow_clip.py 0000.jpg results_epoch.pkl 

Recognition Sign_Isolated_Conv3D_flow_clip_test.py 0000.jpg results_epoch.pkl 
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Chapter 3 

 

Enhancing Sign Language Recognition 
through the reuse of estimate results by each 
epoch 
 

3.1  Introduction 
 

It is said that there are 70 million people in the world who use sign language. In our 

daily life, we sometimes see images of signers on TV news doing simultaneous 

interpretation, or we can learn it in school. We are doing research on real-time sign 

language recognition to facilitate communication with signers, and we believe that the 

speed of recognition results is one of the important aspects. In this study, we focus on an 

isolated SLR task and use RGB from the dataset [2], which contains videos of Turkish 

Sign Language. Among various sign language recognition methods, Skeleton Aware 

Multi-modal SLR (SAM-SLR) [1] won a competition using this dataset and was 

reported in a workshop [13]. The follow-up, SAM-SLR-v2 [10], has further improved 

the recognition rate. SAM-SLR and SAM-SLR-v2 fuse the results of multiple modalities 

to increase the recognition rate. The recognition rate for Multi-stream (SL-GCN), one of 

the modalities, is 96.47% [10], which is a remarkably high recognition rate among the 

other modalities. This Multi-stream was obtained by integrating the recognition rates of 

four streams (Joint, Bone, Joint Motion and Bone motion), two of which used Joint and 

Bone features, and the respective recognition rates were 95.35% and 95.69%, which 

were already higher than those of other modalities (Table 3.1). We investigated the 

possibility of reducing recognition processing by focusing on these two streams Joint 

and Bone from the four modalities to shorten the response time and improve the 

recognition rate of each single stream. Then, we propose a method to reuse the estimate 

results of the training model created for each epoch in the Multi-stream sign language 

graph convolutional network (SL-GCN) of SAM-SLR [1] in order to further improve the 

recognition rate. Specifically, in SL-GCN, there are recognition methods using posture 

information for each stream, and we apply the proposed method to two methods from 

these streams, Joint and Bone. (Fig. 3.1) For this method, there are two phases. In the 

first phase, using the training model information created up to the last epoch, only the 

Top1 ratings of the recognized estimate results using each test data are summed for each 
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class. The class with the highest sum is designated as the final class. In the second phase, 

we select all the estimate results for which this final class is No. 1 from the estimate 

results for all the epochs made up to the final epoch. The estimation result closest to the 

final epoch is then the final estimation result. Our main contributions can be summarized 

as follows. 

1) Since we reuse the recognition results of the per-epoch learning model created by 

the Multi-stream sign language graph convolutional network (SL-GCN), there is no need 

to create new per-epoch learning model results. 

2) Also, since it reuses the information from the estimate results created for each 

epoch, there is no need to create new recognition results using test data. 

3) The computational complexity of this method is very small, since it is limited to 

the aggregation and sorting of the Top-1 evaluation values of the recognition results 

output for each epoch for each test data by class. 

4) It can provide a very high recognition rate, especially up to Epoch 150. 

5) We report the results of our application to the SAM-SLR models in an ensemble 

model using proposed Joint and Bone. 

 

Source Modality  Streams Preprocessing Models 
Multi-modal 

Late-fusion Ensemble 

RGB 
Videos 

RGB-Frames  Frames 3DCNN 

Global Ensemble Model 

(SAM-SLR-v2 [10]) 

 

Model-free Late Fusion 

(SAM-SLR [1]) 

RGB-Flow  Optical flow 3DCNN 

Features  Pose Features SSTCN 

Multi-stream 

Joint 

Bone 

Joint Motion 

Bone Motion 

Pose Graph 2D SL-GCN 

Fig. 3.1. Concept of the skeleton aware multi-modal sign language recognition 
framework (SAM-SLR [1], v2 [10]). Bold include proposed Joint & Bone.  

 

Table 3.1.  Result of each modality and Multi-stream SL-GCN on AUTSL Test set. [1] 

Modality Top-1 Top-5 Stream Top-1 Top-5 

RGB Frames 95.00 99.47 Joint 95.35 99.49 

RGB Flow 90.41 98.74 Bone 95.69 99.55 

Features 93.37 99.28 Motion Joint 93.21 99.12 

Multi-stream 96.47 99.76 Motion Bone 93.29 99.31 
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3.2  Methodology 
 

We propose a method to improve the recognition rate by reusing the estimate results 

for each epoch output by the recognition method using the Joint and Bone features used 

in SAM-SLR. (Fig. 3.1) The proposed method will be a method that reuses and re-

evaluates all the estimate results of the training model made before that epoch to obtain 

the estimate results of a given epoch. (Fig. 3.3) Generally, when a learning model is used 

for recognition, a single learning model created at a single epoch produces estimate 

results (Fig. 3.2 blue box). In the proposed method, for example, when recognizing 

Epoch 2, the estimate results of the training models of Epoch 0, 1, and 2 are used. There 

are two main steps in this method: (Fig. 3.2) In Phase 1, the Top-1 values are used from 

the estimate results of each epoch, and the Top-1 values are summed for each class, and 

the largest one is the selected class. Figure 3-2 illustrates that, for example, in the case of 

epoch 2 of the learning model, in Phase 1, using the estimate results of epochs 0, 1, and 

2, the Top1 estimates at each epoch are used to select class 0 and 2 as candidates. The 

total value is 30.0 and 45.0, respectively, and class 2 is selected. (Fig. 3.2 orange box) In 

Phase 2, the selected class selects the Top-1 estimates from the estimates of each epoch. 

Then, the most recently created epoch estimation result is adopted from among them. In 

Phase 2, the epochs when Top1 is in class 2 are epochs 1 and 0. The closest to epoch 2 is 

epoch 1, which is selected. (Fig. 3.2 red box) 

 
          
   epoch 0  epoch 1  epoch 2   
   Top Class Value  Top Class Value  Top Class Value   
   1 2 20.0  1 2 25.0  1 0 30.0   
   2 1 15.0  2 1 20.0  2 1 16.0   
   3 0 14.0  3 0 15.0  3 2 12.0   
                
                
          
       Top Class Value        
 Phase 1      1 2 45.0       
      2 0 30.0       
       3 - -       
              
              
          
       epoch 2   
           Top Class Value   
           1 0 30.0   
           2 1 16.0   
           3 2 12.0   
 Phase 2               
                
     epoch 1     
       Top Class Value        
       1 2 25.0       
       2 1 20.0       
       3 0 15.0       
              

Fig. 3.2. Method of the reuse of estimate results by each epoch. 
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Data: results[epochs][classes] 
class_num ← 226 
sum[]  ← 0 
for i ← 0 to final_epoch do 
max_value ← 0.0 
  class_top ← 0 
  for j ← 0 to class_num - 1 do 
    if results[i][j] > max_value then 
      max_value ← results[i][j] 
      class_top ← j 
end 
  end 
sum[class_top]←sum[class_top]+max_value 
  top_class[i] ← class_top 
end 
max_sum ← 0 
for i ← 0 to class_num - 1 do 
if sum[i] > max_sum then 
    max_sum ← sum[i] 
    select_class ← i 
  end 
end 
select_epoch ← 0 
for i ← final_epoch to 0 step -1 do 
if top_class[i]=select_class then 
select_epoch ← i 
 break 
  end 
end 
return results[select_epoch] 
 

 Fig. 3.3. Algorithm of the reuse of estimate results by each epoch. 

Table 3.2 and 3.3 show examples of what epochs were chosen. Table 3.2 shows 

how many epochs ago the adopted epoch is in epochs 150 to 229 of Joint and Bone, 

respectively. For Joint, 98.19% of the epochs were the same, 0.54% were one epoch 

earlier, and 0.24% were two epochs earlier. In Bone, the same epoch was 97.84%, 

0.55%, and 0.25%, respectively. These results show that most of the epochs remain the 

same, with about 2% being replaced. Table 3.3 shows some examples of epoch changes 

for epoch 200 Joint and Bone. In the Bone example, there were 3,742 test data, of which 

73 chose epochs different than epoch 200. Most of the epochs that were changed were 

also near epoch 200, such as 199 and 198. However, in case No. 724 in the test data, 

epoch 137 was chosen 63 epochs ago. The result of this case is epoch 137, because there 

were many Top-1s in the corresponding class from epoch 0 to 137. For the correct 

answer in this case, it was another applicable class after epoch 138. 

The model is simple in its methodology, the method is computationally inexpensive, 

and the estimate results previously produced can be reused. Specifically, regarding the 
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computational cost of this method, the advantage is that when creating a training model, 

the best training model is created by using training data and learning, building up epoch 

0, 1, 2..., etc. In this method, the training model created in the process of creating the 

training model is used to Since it outputs the estimated results of the test data, there is no 

need to create a new learning model. If the estimate results are output from test data at 

each epoch, the data can be reused and used in this method. 

Table 3.2. The rate of selected epoch. (Joint and Bone) 

 epoch before same epoch 1 2 3 or more Total 

Joint 
Amount 293,938 1,608 723 3,091 299,360 

Rate 98.19% 0.54% 0.24% 1.03% 100% 

Bone 
Amount 292,901 1,644 749 4,066 299,360 

Rate 97.84% 0.55% 0.25% 1.36% 100% 

 

Table 3.3. Changed selected epoch on epoch. (Joint and Bone) 

Test Data No 42 149 417 438 … 3,522 3,534 3,681 

Joint 199 198 187 197  195 165 196 

Test Data No 26 171 186 … 724 … 3,634 3,681 

Bone 199 198 177  137  199 193 

 
 

3.3  Results 
 

We used the published code used in SAM-SLR [1], created training models for each 

method on our PC, used test data, and produced estimate results. Our PC specs are AMD 

3960x (CPU), RTX-3090 (3 GPUs), 128GB (RAM), Ubuntu 18.04 (OS) and we did 

most of the processing on this PC. The comparison method consists of two patterns: the 

conventional method of SAM-SLR [1] and the application of the proposed method for 

Joint and Bone.  To know the impact of the proposed method, we measured the 

recognition rate in three locations: Stream SL-GCN Joint and Bone, Multi-stream SL-

GCN, and Multi-ensemble Late fusion. On section C and D the optimal parameters were 

given manually from 0.0 to 2.0. The test data consists of 3,742 RGB videos, each video 

containing one of 226 different signs. The evaluation method outputs an estimation 

result for 226 different signs per video. For the evaluation method of recognition rate, 
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the number of correct answers is counted as Top-1 when the correct answer is the 

highest in the evaluation value for that class, and Top-5 when the correct answer is 

included in the top 5. 
 

𝑅𝑒𝑐𝑜𝑔𝑛𝑖𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒 𝑜𝑓 𝑇𝑜𝑝-𝑛 =
𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑇𝑜𝑝-n

3,742
 (3.1) 

 
 

3.3.1  Stream SL-GCN Joint 
 

For the Top1 recognition rate, SAM-SLR Joint was 95.35% for paper [10], although 

it was unclear at which epoch, and the highest value was 95.94% in our PC environment, 

which was 96.10% for the proposed method, 0.16 percentage points higher. (Table 3.4, 

Example 1) The average recognition rate for the 80 epochs from epoch 150 to 229 was 

95.46% for the original method and 95.96% for the proposed method, which is 0.50 

percentage points higher. (Fig. 3.4, Example 1) The reason for the improved recognition 

rate after epoch 150 in the graph of Joint for the original method is that the learning rate 

is lowered from 0.1 to 0.01 in the default setting to suppress oscillations during training. 

This phenomenon is also observed in Bone. 

 

Table 3.4. Results of single stream (Example 1) of SAM-SLR and Our PC using SAM-
SLR code on AUTSL Test set. 

Streams 
SAM-SLR-v2 [10] Our PC 

Top -1 Top-5 Top-1 Top-5 Average of Top-1* 

Joint (Example 1) 95.35 99.49 95.94 99.63 95.46 

Proposed Joint (Example 1) - - 96.10 99.65 95.96 

Bone (Example 1) 95.69 99.55 96.02 99.65 95.38 

Proposed Bone (Examples 1) - - 96.18 99.65 95.99 

Joint Motion 93.21 99.12 93.61 99.36 - 

Bone Motion 93.29 99.31 93.77 99.41 - 

Multi-stream 96.47 99.76 96.82 99.87 96.38 

Multi-stream 
+ Proposed Joint & Bone 
    (Example 1) 

- - 97.01 99.87 96.48 

* from epoch 150 to 229 
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Fig. 3.4. The four comparison graphs of recognition rate for Joint and Proposed Joint 
across each training sessions with random initial conditions using AUTSL test set. All 
remaining graphs are in Appendix 3. 

After an international conference presentation, we conducted nine additional trials, 

and the results are as follows. The proposed method was adapted to each training model 

and validated. For graphs Example 1 to Example 4, the results are almost similar, 

showing high recognition rates from the initial epoch. Examples 2, 3, and 4 in Figure 3.4 

are from three newly trained models with different initial conditions. As with previous 

methods, Table 3.5 summarizes the peak recognition rate and its changes up to epoch 

249 before and after applying the proposed method across ten trials, as well as the 

average recognition rate and its variations from epoch 150 to 229, along with the results 

of the T-test for recognition rates between epoch 150 and 249. The average peak 

recognition rate increased by 0.21 points while Example 2 depressed by 0.03. The 

average recognition rate increased by 0.49 points for each result. In the context of this 

analysis, the null hypothesis (H0) assumes no difference in recognition accuracy before 

and after application, while the alternative hypothesis (H1) posits a significant 

improvement. Rejecting the null hypothesis at a 0.001 significance level provides 

evidence of a statistically significant positive impact on recognition accuracy post-

application. This rejection supports the alternative hypothesis, indicating that the reuse 

method has improved recognition performance. Table 3.6 presents a list of results 

indicating reductions in recognition rates following the application of the Reuse method 

after epoch 150. In epochs 150 to 249 over ten trials, the recognition rate declined by 15 

data points out of 1000, resulting in an average drop of 0.053 points. The most 

significant decrease, 0.16 points, occurred in epoch 249 of Example 6, where the 

recognition rate fell from 95.67% to 95.51%. This decline is attributed to the rapid 

increase in the recognition rate in epoch 247, rising from 95.22%, which could not be 
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effectively managed. The recognition rates for ten trials from epoch 0 to epoch 249 are 

listed at the end of the report. (Appendix 1) 

Table 3.5. The ten comparison results of recognition rate for Joint and Proposed Joint 
across each training sessions with random initial conditions, including T-test outcomes. 

 
Peak Recognition Rate 

(Epoch 0 - 249) 
Average of Top-1 
(Epoch 150 - 229) 

T-test for accuracy changes before 
and after applying Reuse method 

per epoch (Epoch 150 - 249)  Reuse method [%] Improved Reuse method [%] Improved 
  ✓   ✓  MD SDD t-stat p value 

Ex.1 95.94 96.10 0.16 95.46 95.96 0.50 0.48 0.028 28.5 7.04-50 *** 

Ex.2 96.02 95.99 -0.03 95.60 95.84 0.24 0.23 0.021 16.0 1.38-29 *** 

Ex.3 95.35 95.75 0.40 94.90 95.58 0.68 0.60 0.068 23.2 4.17-42 *** 

Ex.4 95.80 96.02 0.22 95.34 95.91 0.57 0.53 0.077 19.0 3.70-35 *** 

Ex.5 95.51 95.86 0.35 95.10 95.57 0.47 0.44 0.030 25.2 3.42-45 *** 

Ex.6 95.67 95.80 0.13 95.25 95.59 0.34 0.30 0.029 17.4 2.99-32 *** 

Ex.7 95.67 95.67 0.00 95.12 95.53 0.41 0.35 0.072 12.9 3.39-23 *** 

Ex.8 95.48 95.67 0.19 95.02 95.53 0.51 0.46 0.098 14.6 1.24-26 *** 

Ex.9 95.64 95.80 0.16 95.26 95.65 0.39 0.33 0.071 12.5 2.79-22 *** 

Ex.10 95.56 96.04 0.48 95.13 95.90 0.77 0.70 0.060 28.6 2.79-50 *** 

Avg. 95.66 95.87 0.21 95.22 95.71 0.49 0.44 0.074 51.4 3.61-283 *** 

Note. MD = Mean of differences, SDD = Standard deviation of differences, ***p < 0.001 

Table 3.6. Some results of recognition rate from ten trials of training Joint and Proposed 
Joint with random initial conditions. * All data is displayed in Appendix 1. 

Epoch No Example 2 Example 5 Example 6 Example 7 Example 9 

Reuse  ✓  ✓  ✓  ✓  ✓ 

159 95.35 95.51 95.16 95.14 95.00 95.40 94.79 95.54 95.03 95.62 

217 95.94 95.91 95.30 95.72 95.35 95.62 95.32 95.62 95.48 95.56 

218 95.70 95.88 95.24 95.72 95.24 95.62 95.46 95.64 95.62 95.56 

219 95.70 95.91 95.27 95.72 95.30 95.62 95.67 95.64 95.46 95.56 

220 95.83 95.96 95.38 95.70 95.30 95.59 95.67 95.62 95.43 95.59 

223 95.75 95.96 95.27 95.72 95.32 95.62 95.46 95.62 95.62 95.54 

225 95.75 95.96 95.19 95.67 95.35 95.62 95.64 95.59 95.56 95.56 

226 95.86 95.96 95.14 95.64 95.27 95.62 95.38 95.56 95.62 95.56 

232 96.02 95.96 95.11 95.59 95.56 95.59 95.56 95.62 95.46 95.56 

234 95.70 95.96 95.19 95.59 95.54 95.59 95.67 95.64 95.56 95.56 

235 95.86 95.96 95.27 95.56 95.40 95.56 95.64 95.64 95.62 95.56 

236 95.86 95.94 95.19 95.56 95.62 95.59 95.46 95.64 95.59 95.56 

246 95.67 95.99 95.51 95.56 95.51 95.48 95.48 95.62 95.51 95.64 

249 95.78 95.96 95.32 95.56 95.67 95.51 95.56 95.59 95.62 95.64 
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3.3.2   Stream SL-GCN Bone 
 

Similar to the above method, for the Top1 recognition rate, SAM-SLR's Bone was 

95.69% [10], with the highest value in our PC environment being 96.07%, which was 

96.18% for the proposed method, 0.16 percentage points higher. (Table 3.4, Example 1) 

In all the different environments, Bone had a higher recognition rate than Joint. The 

average recognition rate for the 80 epochs from epoch 150 to 229, measured on our PC 

environment, was 95.38% for the original method and 95.99% for the proposed method, 

0.61 percentage points higher. (Fig. 3.5, Example 1) 
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Fig. 3.5. The four comparison graphs of recognition rate for Bone and Proposed Bone 
across each training sessions with random initial conditions using AUTSL test set. All 
remaining graphs are in Appendix 4. 

As with the Joint validation in the previous section, we conducted nine additional 

trials, and the results are as follows. The proposed method was adapted to each training 

model and validated. For graphs Example 1 to Example 4, the results are almost similar, 

showing high recognition rates from the initial epoch. Examples 2, 3, and 4 in Figure 3.5 

are from three newly trained models with different initial conditions. As with previous 

methods, Table 3.7 summarizes the peak recognition rate and its changes up to epoch 

249 before and after applying the proposed method across ten trials, as well as the 

average recognition rate and its variations from epoch 150 to 229, along with the results 

of the T-test for recognition rates between epoch 150 and 249. The average peak 

recognition rate increased by 0.27 points. The average recognition rate increased by 0.56 

points for each result. In the context of this analysis, the null hypothesis (H0) assumes 

no difference in recognition accuracy before and after application, while the alternative 
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hypothesis (H1) posits a significant improvement. Rejecting the null hypothesis at a 

0.001 significance level provides evidence of a statistically significant positive impact 

on recognition accuracy post-application. This rejection supports the alternative 

hypothesis, indicating that the reuse method has improved recognition performance. 

Table 3.8 presents a list of results indicating reductions in recognition rates following the 

application of the Reuse method after epoch 150. In epochs 150 to 249 over ten trials, 

the recognition rate declined by 4 data points out of 1000, resulting in an average drop of 

0.0825 points. The most significant decrease, 0.19 points, occurred in epoch 247 of 

Example 2, where the recognition rate fell from 95.78% to 95.59%. This decline is 

attributed to the rapid increase in the recognition rate in epoch 246, rising from 95.40%, 

which could not be effectively managed. The recognition rates for ten trials from epoch 

0 to epoch 249 are listed at the end of the report. (Appendix 2) 

Table 3.7. The ten comparison results of recognition rate for Bone and Proposed Bone 
across each training sessions with random initial conditions, including T-test outcomes.  

 
Peak Recognition Rate 

(Epoch 0 - 249) 
Average of Top-1 
(Epoch 150 - 229) 

T-test for accuracy changes before 
and after applying Reuse method 

per epoch (Epoch 150 - 249)  Reuse method [%] Improved Reuse method [%] Improved 
  ✓   ✓  MD SDD t-stat p value 

Ex.1 96.02 96.18 0.16 95.38 95.99 0.61 0.55 0.065 21.7 1.06-39 *** 

Ex.2 95.78 95.86 0.08 95.33 95.70 0.37 0.31 0.049 14.2 7.16-26 *** 

Ex.3 95.62 96.07 0.45 95.11 95.87 0.76 0.68 0.151 17.4 3.37-32 *** 

Ex.4 95.83 96.10 0.27 95.25 95.91 0.66 0.59 0.121 17.1 1.49-31 *** 

Ex.5 95.62 95.72 0.10 95.14 95.58 0.44 0.41 0.040 20.3 2.00-37 *** 

Ex.6 95.62 95.88 0.26 95.20 95.68 0.48 0.44 0.037 22.8 1.50-41 *** 

Ex.7 96.07 96.31 0.24 95.69 96.04 0.35 0.32 0.033 17.5 2.27-32 *** 

Ex.8 95.70 96.02 0.32 95.27 95.81 0.54 0.49 0.044 23.6 9.97-43 *** 

Ex.9 95.43 95.75 0.32 94.89 95.54 0.65 0.61 0.041 29.8 1.46-51 *** 

Ex.10 95.38 95.91 0.53 95.02 95.76 0.74 0.73 0.063 29.1 1.33-50 *** 

Avg. 95.71 95.98 0.27 95.23 95.79 0.56 0.51 0.082 56.6 5.69-314 *** 

Note. MD = Mean of differences, SDD = Standard deviation of differences, ***p < 0.001 

Table 3.8. Some results of recognition rate from ten trials of training Bone and Proposed 
Bone models with random initial conditions. * All data is displayed in Appendix 2. 

Epoch No Example 2 Example 7 

Reuse  ✓  ✓ 

224 95.64 95.72 96.07 96.04 

232 95.75 95.72 96.02 96.07 

247 95.78 95.59 95.99 96.10 

249 95.67 95.59 95.83 96.10 
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3.3.3   Multi-stream SL-GCN 
 

Multi-stream SL-GCN is a recognition method that uses four posture estimation 

features, Joint, Bone, Joint motion, and Bone motion, each of which is calculated using 

the evaluation value of the recognition result, using formula (2.1). In order to include the 

evaluation values of proposed Joint and Bone in the proposed method, two terms are 

added to the formula (2.1) as follows. 

 
𝑞 = 𝛼 𝑞 + 𝛼 𝑞 + 𝛼 𝑞 + 𝛼 𝑞  

                                 +𝛼 𝑞  + 𝛼 𝑞   (3.2) 

 

For the recognition rate of Multi-stream SL-GCN, SAM-SLR gave 96.47% [10]. In 

our PC environment, the recognition rate was 96.82% when using the published code for 

SAM-SLR and α = {1.0, 0.9, 0.5, 0.5, 0.0, 0.0} used in that code. The highest 

recognition rate was 97.01% when using the proposed method proposed Joint, Bone with 

added evaluation values and weights α = {0.3, 0.6, 0.65, 0.35, 0.7, 1.1}. (Table 3.9) The 

application of the proposed method also improved the recognition rate for the majority 

of the epochs. For the average recognition rate for the 80 epochs from epoch 150 to 229 

in our PC environment, the original method gave 96.38% and the proposed method gave 

96.48%, 0.10 percentage points higher. (Fig. 3.6) 

 

Fig. 3.6. Multi-stream evaluated using AUTSL test set. 
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Table 3.9. Performance our ensemble results evaluated on AUTSL Test set. 

Modality 
SAM-SLR-v2 Our PC 

Top-1 Top-5 Top-1 Top-5 

RGB Frames 95.00 99.47 95.27 99.57 

RGB Flow 90.41 98.74 89.98 99.01 

Features 93.37 99.28 94.41 99.44 

Multi-stream 96.47 99.76 
96.82 

96.69 

99.87 

99.79 

Multi-stream 
+ Proposed Joint & Bone 

- - 97.01 99.81 

SAM-SLR-v2[10] 98.00 100 - - 

SAM-SLR [1] 97.62 100 97.94 100 

SAM-SLR [1] 
+ Proposed Joint & Bone 

- - 98.05 100 

 

3.3.4   Multi-ensemble Late-fusion Ensemble 

Finally, we evaluated the estimate results of the four modalities with three different 

Late Fusion methods.  

SAM-SLR-v2[10] (Global Ensemble Model) 

SAM-SLR [1] (Model-free Late Fusion) (Our PC) 

SAM-SLR [1] + Proposed Joint and Bone (Ours) 

Table 3.9 shows the recognition rate results for each modality. RGB Frames, RGB 

Flow, Features, and Multi-stream are the recognition rates published in SAM-SLR-v2 

[10] and the highest recognition rate up to Epoch 229 in Our PC. The top row of the 

Multi-stream column shows the recognition rate when α = {1.0, 0.9, 0.5, 0.5, 0.0, 0.0} 

and the bottom row when α = {0.0, 0.0, 0.55, 0.55, 1.0, 1.1}. (Table 3.10) 

Table 3.10 and 3.11 show the Late Fusion weights used in the three models. There 

are two Late Fusion methods. 

SAM-SLR-v2 is a method where each weight β is pre-trained and when the results 

for each modality are input, they are estimated according to the optimal weights. We 

have included graphs and recognition rates for SAM-SLR-v2 from the paper [1], as there 

does not appear to be any code available for this method. Also, the published code and 

Ensemble parameters for SAM-SLR using β ={1.0, 0.9, 0.4, 0.4} and the proposed 
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method using β={1.0, 1.1, 0.1, 0.5}. (Table 3.11)   

SAM-SLR-v2 

For SAM-SLR-v2, we have visually generated the graph in Figure 3.7 from the 

paper, with a recognition rate of 98.00%. Especially after epoch 150, it has remained 

stable around 97.9%. 

SAM-SLR 

From the SAM-SLR-v2 document, the recognition rate was 97.62%. The graph in 

Figure 3.7 plots the recognition rate running on our PC using the published code. The 

highest recognition rate was 97.94%. (Table 3.9) The graph in Figure 3.7 shows that the 

recognition rate has remained around 97.8% since epoch 150. 

SAM-SLR + Proposed Joint and Bone 

The graph in Figure 3.7 shows the results of Joint and Bone estimation using the 

SAM-SLR code with α = {0.0, 0.0, 0.55, 0.55, 1.0, 1.1} for Multi-stream, instead of 

using the original Joint and Bone estimate results. We also used β = {1.0, 1.1, 0.1, 0.5} 

in the Ensemble parameters. The highest recognition rate was 98.05%. (Fig. 3.7 and 

Table 3.9) 

 

Table 3.10. Multi-stream parameters α. 

Models Joint Bone 
Joint 

Motion 
Bone 

Motion 
Proposed 

Joint 
Proposed 

Bone 

SAM-SLR-v2[10] 1.0 0.9 0.5 0.5 - - 

SAM-SLR [1] 1.0 0.9 0.5 0.5 - - 

SAM-SLR [1] 
+ Proposed Joint & Bone 

- - 0.55 0.55 1.0 1.1 

 

Table 3.11. Ensemble parameters β. 

Models Multi-stream RGB Frames RGB Flow Features 

SAM-SLR-v2[10] Learning the ensemble weights   

SAM-SLR [1] 1.0 0.9 0.4 0.4 

SAM-SLR [1] 
+ Proposed Joint & Bone 

1.0 1.1 0.1 0.5 
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Fig. 3.7. Each SAM-SLR evaluated using AUTSL Test set. 

 

3.4  Conclusion 
 

In this study, we proposed a method to improve the recognition rate by using the 

training model of any epoch we want to use for recognition estimation and the estimate 

results from the training model created before that epoch. As a result, the average 

recognition rate from epochs 150 to 229 for the ten trials was improved by 0.49 points 

for Joints and 0.56 points for Bones compared to the original method. The method is 

also easy to implement because it reuses training models and estimate results that have 

already been created, so the computational complexity is very low and the calculation 

method is simple. The significance of this method is that it can contribute greatly to the 

improvement of the recognition rate when used alone, such as when there is no other 

modality, under the same conditions, but when the results of multiple modalities are 

enumerated, there may be competition with the parts recognized by other modalities, 

making it difficult to achieve significant improvement. However, when ensembling the 

results of multiple modalities, it is difficult to achieve a significant improvement because 

of the competition with other modalities' recognition. With the proposed method applied, 

Joint and Bone exceeded the recognition rate before application in almost all epochs. 

Late Fusion of the applied results with the results of other modalities resulted in a final 

recognition rate of 98.05%, exceeding the highest recognition rate of 98.00% for version 

2 of SAM-SLR. In the future, we would like to come up with a new method for the Late 

Fusion part to exceed 98% for all epochs. 
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Chapter 4 

 

Enhancing Sign Language Recognition 
through Re-Evaluation Method by Index 
Finger Position using Face Part Position 
Criterion 
 

4.1  Introduction 
 

It is said that there are 70 million people in the world who use sign language. Ac-

cording to official World Organization statistics for 2022 (http://www.who.int/news-

room/fact-sheets/detail/deafness-and-hearing-loss accessed on 9 April 2023), 

approximately 430 million people (more than 5% of the world’s population) will need 

rehabilitation to address their disabling hearing loss. It is also estimated that by 2050, 

nearly 2.5 billion people will have some degree of hearing loss, and at least 700 million 

will require hearing rehabilitation. Sign language recognition research has two main 

categories: isolated sign language and continuous sign language. The former are datasets 

of sign language videos ranging from 100 to 2000 words. Currently, the recognition rate 

for a vocabulary of 200 words exceeds 98%, which is getting close to the level of human 

recognition. We are working on the former and believe that increasing the recognition 

rate of isolated signs can be used in future studies of continuous signs. In the field of 

sign language recognition, various researchers have proposed systems with high 

recognition rates. Sign language recognition (SLR) has made significant progress in 

achieving high recognition accuracy in recent years with the development of practical 

deep learning architectures and rapid improvements in computing power. In sign 

language video recognition, a standard method is to convert video into a frame-by-frame 

in pre-processing, obtain position information of fingers, arms, nose, mouth, etc., by 

optical flow and posture estimation process for the image, and model spatiotemporal 

information using Three-Dimensional Convolutional Neural Network (3DCNN) [14] in 

the machine learning process of sign language recognition. In particular, models using 

posture estimation with MMPose [5], OpenPose [15], or MediaPipe [16] have been 

proposed and tend to have higher recognition rates [1, 10, 17–31]. Recently, there has 

also been an increase in restudies that use multiple recognition methods and fuse their 
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results to further improve the recognition rate. In particular, the fusion of individual 

modalities has been performed recently to further improve the recognition rate. 

In this study, we focus on an isolated SLR task and use RGB video from a dataset 

AUTSL [2] of Turkish Sign Language. This dataset was used in the competition used in 

the workshop and is readily available and easy to use. The baselines used in this 

competition were CNN, FPM [32], BLSTM [33], and model of attention, with a 

recognition rate of 49.23%. Sincan et al. summarized this competition’s results [13]. The 

main results using the RGB dataset used in this study are shown below. The recognition 

rate results below also differ because the training data included training and validation 

data. In contrast, only training data were used in this study, with the former having 

higher recognition rates. 

 Coster et al. proposed a model Video Transformer Network-Pose flow (VTN-PF) that 

provided posture information or hand geometry from RGB video data frame by frame 

to the Video Transform Network. They achieved a recognition rate of 92.92% [34]. 

 The Wenbinwuee team trained multiple models for RGB video recognition using RGB, 

optical flow, and person segmentation data, obtained the final prediction for each 

model using SlowFast, SlowOnly, and Temporal Shift Module (TSM), and fused the 

results, and obtained a result of 96.55% [14]. 

 The rhythmblue6 team proposed an ensemble framework consisting of multiple neural 

networks (Inflated 3D (I3D), Semantics-Guided Neural (SGN), etc.) and implemented 

the University of Science and Technology of China-Sign Language Recognition 

(USTC-SLR) model for isolated characters, 97.62% [14]. 

 Jiang et al. obtained 98.42% for Skeleton Aware Multi-modal Sign Language 

Recognition (SAM-SLR), 97.62% for the first version [1], and 98.00% for the second 

version [10] when trained on training data alone. 

 

The main results published on the website of AUTSL Benchmark 

(https://paperswithcode.com/sota/sign-language-recognition-on-autsl Accessed on 9 

April 2023) are as follows. 

 Novopoltsev et al. proposed a real-time recognition system [30] using the Video Swin 

transformer [35] and Multiscale Vision Transformers (MViT) [36] models. They 

achieved a recognition rate of 95.72% and 2–3 predictions per second on CPU. 

 Ryumin et al. proposed audio-visual speech recognition using spatio-temporal features 

(STF) and long-short term memory (LSTM) models. The model is especially 

characterized by the incorporation of lip information. They achieved a recognition rate 

of 98.56% and demonstrated a real-time process using mobile devices [31]. 
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In addition to the above, the results published in the paper are as follows. 

 Hrúz et at. analyzed 2 appearance-based approaches, I3D and TimeSformer, and 1 

pose-based approach, SPOTER, which achieved recognition rates of 96.37% and 

97.56% for test and validation datasets, respectively [26]. 

 Al-Hammadi et al.'s proposed architecture consists of a few separable Three-

Dimensional Graph Convolution Network (3DGCN) layers, which are enhanced by a 

spatial attention mechanism. They achieved a recognition rate of 93.38% [27]. 

 We proposed a method to reuse the estimation results produced at each epoch based on 

SAM-SLR, which improved the recognition rate to 98.05% [29]. 

This section describes the SAM-SLR model used in the proposed methodology. It 

should be noted that this model was also used in the previously proposed paper [29], so 

the description is almost identical. In RGB video sign language recognition, there are 

four modalities: RGB-frames, RGB-flow, features, and Multi-stream, each of which 

independently performs sign language recognition and extracts features. 

We will next talk about pre-processing, the four modalities, and late fusion. 

 For pre-processing, the RGB stream uses the TVL1 algorithm [4], an OpenCV, and 

CUDA implementation of the Denseflow API provided by OpenMMLab [3], to extract 

the optical flow. The features and Multi-stream modalities used MMPose [5] to extract 

the pose estimation. 

   

The four modalities are RGB-frames, RGB-flow, features, and Multi-stream, each 

of which independently performs sign language recognition and extracts features. 

 The RGB-frames and RGB-flow modalities are modeled in a 3DCNN [14] using the 

ResNet2+1D [11] architecture, which separates the temporal and spatial convolution 

of a 3DCNN. The model chooses the Res-Net2+1D-18 variant for its backbone, which 

is pre-trained on the Kinetics dataset [12]. In addition, it is pre-trained on the most 

extensive available SLR dataset SLR500 [22] for the RGB frame to further improve 

the accuracy. 

 A separate spatial–temporal convolutional network (SSTCN [1]) was developed to 

learn from the entire skeleton to fully extract information from key points throughout 

the body. 

 A Multi-stream sign language graph convolutional network (SL-GCN [1]) was de-

signed to model the embedding dynamics using the whole-body key points extracted 

by the pre-trained whole-body posture estimator. The estimated results and weights of 

the Joint, Bone, Joint motion, and Bone motion streams were multiplied and used as 

the evaluation value of the Multi-stream modality. The highest recognition rate among 

the modalities was achieved by Multi-stream, which had a recognition rate of 96.47%. 
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 There are two versions of late fusion.  

 The first version [1] proposes ensemble model-free late fusion, a simple late fusion 

approach that fuses predictions from all modalities. All modalities were manually 

weighted using {1.0, 0.9, 0.4, 0.4}. The recognition result was 97.62%. 

 

In the second version of SAM-SLR [10], a learning global ensemble model was 

proposed because finding the optimal weights for fusion is time consuming. The method 

was pre-trained in a neural network with the score of each modality as input and each 

weighted as output. The recognition result was 98.00%. For the other datasets, the 

recognition rates were also high for WLASL2000 [37] after pre-training on SLR500 [22] 

and the BSL-1K [38] dataset (Table 4.1). 

 

Table 4.1. Summary of isolated sign language datasets. 

Datasets Language Glosses Signers Samples 

AUTSL [2] Turkish 226 43 36,302 

SLR500 [22] Chinese 500 50 125,000 

WLASL2000 [37] American 2000 119 21,083 

BSL-1K [38] British 1064 40 273,000 

 

The AUTSL dataset used in this study already achieved a recognition rate of over 

98% in 2021. Thus, datasets and models, which are already in a high recognition rate, 

are in a situation where the recognition rate cannot be easily improved. The test data for 

this dataset contain datasets that are difficult for humans to judge, so it may be difficult 

to answer all of them correctly. In addition, a report on the recognition rate of the 

validation set for this dataset showed that the percentage of samples correctly recognized 

by at least one model was 98.96% [26], suggesting the possibility of eventually 

achieving recognition rates of around 99%. We proposed a re-evaluation method to 

further improve the recognition rate. In 2023, before our proposal, Ryumin et al. 

proposed a model to reach 98.56% [31]. 

In our approach, we decided to re-evaluate the results from Top-1 to Top-3, noting 

that the recognition rate tends to be lower when the difference between the Top-1 and 

Top-2 scores among the recognition results of the first version of SAM-SLR is slight. 

The evaluation method was based on the fact that although the positions of facial 

parts such as eyes, nose, and mouth differ from person to person, by creating a triangle 

with the facial parts as vertices and connecting the vertices, the coordinates of the index 
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finger of the dominant hand can be converted to the coordinates inside the triangle. This 

method is based on the fact that the position of the finger can be captured from the 

position of the facial parts and compared with four locations where the finger is 

considered stationary. 

Our main contributions can be summarized as follows. Based on the results of the 

SAM-SLR evaluation, we re-evaluated only the data with low recognition rates to 

maintain the recognition rate. The proposed recognition method, which is not used in 

SAM-SLR, independently reflects the recognition rate and can achieve a higher 

recognition rate than that of SAM-SLR. Since the information converted from the finger 

position information to the face part coordinates from the training data is stored in 

advance and only converted to face part coordinates from the test data at the time of re-

recognition, the computation is reduced. We will report comparative results when the 

proposed method is applied to each of the first versions of SAM-SLR (hereafter referred 

to as SAM-SLR) and the previously proposed model. This method can be applied to 

machine learning in the future. 

 

 

4.2  Methodology 
 

4.2.1 Dataset 
 

The AUTSL [2] dataset was created for sign language recognition competitions and 

contains Turkish Sign Language with 36,302 video files each of RGB and depth video 

(Table 4.2). This dataset is publicly available on the Internet and can be easily obtained 

by anyone. The videos are all 512 × 512 in size, with the signer standing or sitting 

almost in the center. Only RGB video is used. 

 

Table 4.2. A statistical summary of the AUTSL [2] Dataset. ([29]) 

Dataset Signs Signers Language Frames 
Samples 

Training Validation Testing Total 

AUTSL 226 43 Turkish 57–157 28,142 4418 3742 36,302 
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4.2.2 Architecture of SAM-SLR 
 

SAM-SLR uses four methods from the sign language videos, including optical flow, 

3DCNN, and posture estimation, and synthesizes the results of each estimation to 

achieve a high recognition rate. On the Turkish sign language dataset, the first version 

achieves a recognition rate of 97.62%, and the second version achieves a recognition 

rate of 98.00%. In addition, the method we proposed in the previous study (Fig. 4.1), 

which reuses the estimation results of the training models created in each of the previous 

epochs of Joint and Bone, 2 streams used in the Multi-stream modality, and one of the 

modalities of SAM-SLR, improved the recognition rate to 98.05% [29]. However, a 

higher recognition rate could not be achieved. Therefore, a new recognition method is 

needed to seek a higher recognition rate, and we have three perspectives on the new 

recognition method. The first perspective is a method to re-evaluate the 2% portion that 

is not recognized from the recognition results of the first version of SAM-SLR (hereafter 

referred to as SAM-SLR). The second perspective was that some characters touching the 

mouth, eyes, nose, etc., could not be recognized because the position of the fingers could 

not be accurately detected. The third perspective detects those index fingers that stay 

longer near each facial part from the training information in the dataset, captures their 

relative position, creates a heatmap for each sign language, and compares it with the 

relative position of the index finger in the test data for recognition processing. 

 

Fig. 4.1. Concept of skeleton aware multi-modal sign language recognition framework 
(SAM-SLR) (RGB version). (a) Original [1, 10] and (b) Last ours, our proposed Joint 
and Bone streams in the Multi-stream modality [29]. 
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4.2.3 Overview of the Re-Evaluation Method 
 

The flowchart diagram (Fig. 4.2) illustrates the overall process of the re-evaluation 

method. First, as a pre-processing step, all sign language video data in the dataset are 

automatically flipped and aligned so that the dominant hand is on the right. Next, the 

input data are re-evaluated if they meet 3 conditions (the difference between the Top-1 

and Top-2 evaluation values from the SAM-SLR recognition results is within 2.0, the 

sign language is one-handed, and there are 4 index finger position data in the face area 

of the test data). Finally, the results of this evaluation are replaced with the SAM-SLR 

results. This set of procedures was automatically determined by the amount of 

movement of each left and right finger when judging one-handed signs, and any outlier 

information in the posture estimation was excluded from obtaining the correct index 

finger position information. 

 

 

Fig. 4.2. Flowchart of the re-evaluation process. Example: difference value is within 2.0, 
one-handed sign language and 4 pieces of finger data. 

 

4.2.3.1 Difference Value between Top-1 and Top-2 
 

For the first method, Table 4.3 shows the difference between the Top-1 and Top-2 

scores and the percentage of correct responses for the test data of the training model at 

epoch 196 of the SAM-SLR. Note that the maximum value of this difference was up to 

14.0. This table shows that a low percentage of correct answers characterizes those with 

a slight difference between the Top-1 and Top-2 scores. This is because the sign 
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languages in these classes are considered to be similar and difficult to distinguish. If 

some recognition methods from a different perspective than the one used in SAM-SLR 

could be used, the current recognition rate could be exceeded. In particular, with a 

difference of 2.0 in the evaluation value, the recognition rate is 68.94% (Table 4.3). 

Hypothetically, if we could achieve a recognition rate of about 75% with a new method 

in the 132 tests data, we would be able to increase the number of correct answers in the 

test data by about 6%, which would increase the number of correct answers by about 8 

data equivalents. As a result, the number of correct answers in the SAM-SLR would 

increase from 3665 to 3673, and the overall recognition rate would reach 98.16%. 

 

Table 4.3. Value of difference between Top-1 and Top-2 on the first version of SAM-
SLR results. 

Value of Difference Number of 
Matched 

Number of 
Correct 

Number of 
Incorrect 

Top-1 Acc 
(%) 

1.0 64 38 26 59.38 
2.0 132 91 41 68.94 
3.0 226 171 55 75.66 
…     
9.0 1984 1907 77 96.12 
…     

14.0 3742 3665 77 97.94 

 

Conversely, suppose the recognition rate of this method is about 75%. In this case, 

the recognition rate for a difference of 3.0 in the evaluation value is as high as 75.66%, 

so it is expected that the recognition rate will decrease when using this method, and the 

more significant the difference in the evaluation value, the lower the recognition rate. 

Therefore, we will consider the case where the difference in the evaluation values is 2.0. 

Regarding the range of classes to be re-evaluated, the correct answers for Top-1, 

Top-2, and Top-3 were 3665, 3727, and 3739, respectively. The recognition rates were 

97.94%, 99.60%, and 99.92%, respectively, and since the range up to Top-3 can almost 

cover the whole range, the scope of the re-evaluation was limited to Top-3. 

 

 
4.2.3.2 One-Handed or One- or Two-Handed Sign Language 
 

The default for the second conditional branch in the flowchart was set to one-

handed sign language. The two reasons for this are that the re-evaluation method is 
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aimed at sign language that touches parts of the face area using the index finger, many of 

which require one-handed sign language, and to improve the recognition rate. In Chapter 

3, we examine one-handed or one- or two-handed sign language cases. 

 
4.2.3.3 Number of Index Finger Data 
 

The default for the last conditional branch in the flowchart is 4 samples of index 

finger position information. That is because a small sample size will include sign 

language in which the index finger just passes through the face area while setting a 

larger sample size will reduce the number of test data that meet the criteria. In Chapter 3, 

the number of samples of this index finger is verified from 2 to 7. 

 

4.2.4 Index Finger Position in Face Area Using Face Part 
Position Criterion 
 

The second method is to touch parts of the face with the index finger. OpenPose 

[15] is used for posture estimation. The position of the parts of the face varies from 

person to person, such as the size of the face or the elongation. In order to absorb this 

difference in position, a skeleton (Fig. 4.3) composed of triangles is created with each 

facial part as a vertex, and the number of the triangle in which the index finger is located 

and the position of the index finger within that triangle are stored. This allows for more 

accurate position comparisons. To capture the relative facial structure, we used the 

positional information of the face's eyes, nose, mouth, cheeks, and chin used in SAM-

SLR (yellow dots) to create a new vertex (green dots) to fit the contour of the face. The 

upper vertex was stretched to 2.5 times its height when the height from the midpoint of 

the cheek edges and eyes on each side to the intersection with the perpendicular line was 

set to 1. The lower vertex was further stretched to the same height when the height to the 

intersection of the cheek edges and the perpendicular line from the chin was set to 1. The 

outer left and right vertex positions were created from the left and right cheek vertexes 

and the chin vertex, with their lower vertexes twice as high as the diagonals 

perpendicular to each intersection of the cheek edges and the chin. To capture the 

relative position of the fingers, a mesh of 17 triangles was created using these vertices. 
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Figure 4.3. Structure of face triangle mesh. 

 

Figure 4.4 shows the sign language with the index finger pointing to the mouth, but 

in the top row, the positioning of the index finger is very different. In the lower row, the 

coordinates of the index finger are recorded on the triangle mesh based on the facial 

parts, and when the coordinates within the triangles (red line) of the trajectory data (b) 

are transformed affine to the coordinates within the triangles (blue line) of (a) and (c), 

the positions of each index finger are very close. 

 

Fig. 4.4. Improvement of index finger position in face area using face part position 
criterion from the AUTSL [2] dataset: (a) test data, (b) training data, and (c) distance 
differences of the positioning of the index finger. 
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4.2.5 Process of Staying Fingertip Decision 
 

We will now discuss the decision about the object to be recognized using the new 

method. As mentioned above, the target should have a slight difference between the 

Top-1 and Top-2 values, be a one-handed sign language, have no outliers, and have all 

four pieces of finger information in the face area. One-handed sign language is used for 

signs expressed by touching parts of the face with the index finger. The reason for the 

"no outliers" mentioned above is that if there are outliers, the structure of the triangular 

network will be significantly disrupted when it is created. The reason for the outliers is 

that the position of a hand in the face area cannot be detected accurately because the 

hand hides the face. In addition, the method that uses the positions of the cheeks, chin, 

and eyes to capture the facial structure cannot process the face correctly because of the 

collapse of the facial contours. 

In this study, we examined the index finger within the face region to capture the 

state of the index finger within the face region, which is the smallest distance the index 

finger moves within the face region. The method was to sum the distance traveled 

between three frames, one before and one after each frame, and those with the shortest 

distance traveled were judged to have stayed longer in that location. We decided to 

extract the Top-4 shortest travel distances in the order of shortest travel distance. Fingers 

in the three frames before and after the adopted t, i.e., seven frames, were judged to 

belong to the location at the adopted t and excluded from subsequent adoption decisions. 

 

(𝑥 − 𝑥 ) + (𝑦 − 𝑦 )  (4.1) 

 

Figure 4.5 shows the motion of the index finger, with the red dot indicating the 

adopted location. The Table 4.4 on the right shows the actual position information of the 

index finger and the total distance traveled. The yellow cells show the immediately 

before the adopted area that cannot be adopted again, the red letters show the actual 

adopted location, and the light blue cells show the second candidate area. The second 

possible candidate location is the light blue area from t = 14...17, 25...32, where t = 

18...24 is excluded because 21 was adopted just before. The shortest, t = 17, was 

accepted at 3.2361. The last matches are 21, 17, 29, and 25. 
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Fig. 4.5. Example of moving fingertip from the AUTSL [2] dataset. (Each number at the 
fingertip in the figure is the frame number.) 

 

Table 4.4. Process of staying fingertip decision. 

t x y  di 1st 2nd 3rd 4th 

14 266 130 13.0064  −3   

15 262 123 17.5491  −2   

16 259 114 10.4868  −1   

17 259 115 3.2361  0   

18 257 114 4.4721 −3 1   

19 255 115 3.2361 −2 2   

20 254 115 2.0000 −1 3   

21 255 115 1.0000 0    

22 255 115 3.0000 1   -3 

23 258 115 10.6158 2   -2 

24 265 112 9.8518 3   -1 

25 267 111 13.0064    0 

26 263 121 24.1120   −3 1 

27 260 134 17.8138   −2 2 

28 264 132 6.7082   −1 3 

29 265 134 3.6503   0  

30 264 135 5.0198   1  

31 267 137 9.6883   2  

32 266 143 53.1784   3  



Enhancing Recognition and Improved Processing Speed for Isolated Sign Language Recognition 
.                                                                                                                                             Noriaki Hori 

 

45 

 

4.2.6 Re-Evaluation Process 
 

The Top-4 coordinates at which the index finger remained within the face region 

are recorded for training and test data. An affine transformation matrix was obtained to 

transform the coordinates of the training data collected for each class into the 

coordinates corresponding to the Top-1 face part coordinates of the test data. The 

variables in the following equation are the coordinates A(x0, y0), B(x1, y1), and C(x2, y2) 

of the triangles corresponding to the coordinates of the training data, and the triangles of 

the test data and their coordinates A’(x’0, y’0), B’(x’1, y’1) and C’(x’2, y’2) corresponding 

to the triangles of the training data. 

x0
' x1

' x2
'

y0
' y1

' y2
'

1 1 1

 = 
a b 𝑐
d e f
0 0 1

x0 x1 x2

y0 y1 y2
1 1 1

 (4.2) 

 

The equation for finding the coordinates using the affine transform matrix: 

x =  dx + by + c 

y =  dx + ey + f 
(4.3) 

To create the histogram data, the image area of  x and y was 480 in height and width, 

and the bin was 300 in the histogram. 

X =
width

bins
x , Y =

height

bins
y (4.4) 

Histogram equation: 

Histogram(X, Y) = 
1

n
H(X, Y)

fingers(x, y)

i = 0

 (4.5) 

After creating a histogram using the data H(X, Y) transformed for the histogram, the 

data were divided by the amount of data n after tabulation to equalize each class’s 

different amounts of data. 

Gaussian filter equation: 

g(x, y) =
1

2πσ2 e - ( x2+ y2 ) / ( 2σ2 ) (4.6) 

Histogram equation: 

Heatmap(X, Y) = Histogram(X, Y)· g(X, Y) (4.7) 

 
There are two types of heatmaps: absolute scores (Fig. 4.6, top) and relative scores 

(Fig. 4.6, bottom). 
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Fig. 4.6. Example of absolute and relative evaluation heatmaps. (The heatmap with the 
highest 'Product' in yellow is ultimately chosen.) * All data is displayed in Appendix 5. 

The heatmap uses this equation, and sigma applied a Gaussian filter of 24. 

The absolute product equation: 

Absolute ProductTop-n = ΠHeatmap(X, Y)Top-n (4.8) 

For the absolute rating heatmap, we created a heatmap of the top 1, 2, and 3 

histogram data for each class candidate. We obtained the product of the heatmap values 

at the four coordinates of the test data. 

The relative product equation: 

High Absolute ProductTop-n = Max ΠHeatmap(X, Y)Top-n  

rateTop-n  =
Max High Absolute ProductTop-1, 2, 3

High Absolute ProductTop-n

 

Relative 𝑃𝑟𝑜𝑑𝑢𝑐𝑡Top-n = ΠHeatmap(X, Y)Top-n ∙ rateTop-n 

(4.9) 

The relative rating value heatmap was created by multiplying the highest absolute 

rating value in the Top-1, 2, and 3 classes by the highest value in each class so that the 

highest value in each class is the same. We obtained the product of the heatmap values at 

the four coordinates of the test data. The plotted positions of Test1 to Test4 are the 

positions of the index fingers of the test data in order of most extended stay, and each 

value is the heatmap value of the training data at that position. 
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There are three scoring methods: The first and second are based on the product of 

the values of the four finger positions of the test data in the heatmap of the finger 

positions of the training data made for each class, using the heatmap of absolute 

evaluation values for the former and the heatmap of relative evaluation values for the 

latter. The third method is an evaluation method that integrates these two heatmaps, 

where the first place is given three points, the second place two points, and the third 

place one point, and each class is added up, and if there is a tie for the first place, the 

class with the best relative evaluation value is selected.  

Figure 4.6 shows the heatmap output for Top-1 to Top-3, where the correct answer 

for a given test data is class 0. From left to right, the SAM-SLR recognition results show 

that Top-1 is class 146, Top-2 is class 0, and Top-3 is class 164. The absolute evaluation 

of the top row shows that the product of Top-2 has the highest value, and Top-2 is 

selected as the re-evaluation result. The black dots in the heatmap's center indicate the 

maximum value's location. In the relative evaluation at the bottom, the highest value of 

the maximum relative evaluation for each class is 2.381099 × 10-4, which is the 

maximum value of Top-2, so each rate in Equation (7) is multiplied on each heatmap so 

that the maximum value for each class is this value. This results in the values of Top-1 

and Top-3 being 5.995302 × 10-16 and 5.217684 × 10-17, respectively, and the value of 

the product of Top-2 being 1.053043 × 10-15, which is the same as the value of the 

absolute score. Since this value is the highest, Top-2 is selected as the re-evaluation 

result. 

 

 

4.3  Results 
 

In this section, we present the results of re-evaluation experiments based on the 

models (1) SAM-SLR and (2) SAM-SLR with the last our model. 

 
4.3.1 PC Environments 
 

We used the published code used in SAM-SLR [1], created training models for each 

method on our PC, used test data, and produced estimated results. The development 

environment and evaluation methods are based on the same criteria as the previously 

proposed paper [29]. Our PC specs are AMD 3960x (CPU), RTX-3090 (3 GPUs), 128 

GB (RAM), AMD 3950x (CPU), RTX-2080Ti (GPU), 64GB (RAM), and Ubuntu 18.04 

(OS). 
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4.3.2 Summary of Results 
 

The test data consist of 3,742 RGB videos, each video containing 1 of 226 different 

signs. The evaluation method outputs an estimation result for 226 different signs per 

video. For the evaluation method of recognition rate, the number of correct answers is 

counted as Top-1 when the correct answer is the highest in the evaluation value for that 

class. 

Recognition rate of Top-1 =
Total number of Top-1

3742
 (4.10) 

Each parameter of the heatmap used in this study has a histogram interval of 300 

and a heatmap sigma of 24. There are four scoring models: SAM-SLR, the previously 

proposed model (Last ours), and Ours-1 and Ours-2, which add the method proposed 

here to these two models. The recognition rates were 97.94%, 98.05%, 98.24%, and 

98.21%, respectively (Table 4.5). Last our model is a method to improve the recognition 

rate of SAM-SLR by reusing the evaluation values of the training models generated at 

each epoch of the Joint and Bone streams, which are part of the Multi-stream model 

using the SAM-SLR posture estimation. When the data and the PC used were run in the 

same environment, including SAM-SLR, the recognition rate of the proposed method 

Ours-1 showed the highest value, 0.3 points higher than SAM-SLR, and 0.21 points 

higher than the second version of SAM-SLR in the paper. 

Table 4.5. Performance of our re-evaluation results (with and without fine-tuning using 
the validation set) evaluated on the AUTSL test set. 

Model Fine-Tune* Publication Our PC 
Baseline [2] - 49.22 - 
VTN-PF [34]  92.92 - 
Enhanced 3DGCN [27] No 93.38 - 
MViT-SLR [11] - 95.72 - 
Wenbinwuee team [13] Yes 96.55 - 
Neural Ens. [26] No 96.37 - 
USTC-SLR [13] Yes 97.62 - 
Second version of SAM-SLR [10] No 98.00 - 
STF + LSTM [31] - 98.56 - 

SAM-SLR [1] No 97.62 97.94 

+ Last ours (proposed Joint and Bone streams)[29] No - 98.05 

+ Ours-1 (re-evaluation method) No - 98.24 

+ Ours-2 (Last ours and re-evaluation method) No - 98.21 

* With validation data 



Enhancing Recognition and Improved Processing Speed for Isolated Sign Language Recognition 
.                                                                                                                                             Noriaki Hori 

 

49 

 

The Table 4.6 shows the results of the recognition rates for absolute, relative, and 

combined absolute and relative ratings and the average recognition rate at epochs 150 to 

229 using the 2 models, Ours-1 and Ours-2. The order of the highest recognition rates 

was higher for the integrated, relative, and absolute scores, and the model was slightly 

higher for Ours-1. For the integrated score, the results were 98.24% and 98.21% for each 

model, respectively. In that order, the average recognition rate was also higher for the 

integrated, relative, and absolute scores, with a slightly higher rate for the Ours-2 model. 

For the integrated score, the results were 98.00% and 98.04% for each model, 

respectively. Compared with the results of the second version of SAM-SLR, created 

visually from the paper but only as a reference due to different PC environments, the last 

proposed method (Last ours) achieved 98.05%. However, the average recognition rate of 

the second version compared with the graph was better. On the other hand, due to 

improvements, Ours-1 achieved the highest recognition rate of 98.24% and Ours-2 had 

the highest average recognition rate of 98.04%. Moreover, focusing on the point of 

concern in this graph, there are times when the recognition rates of SAM-SLR and Ours-

1 drop significantly, about 6 times between epochs 80 and 150, but there are also times 

when the model using posture estimation drops significantly at the same time, which 

could be the cause. Applying the previous model improved this significant drop, and the 

Ours-2 with the Last our model applied remained stable and high. In the graph, the 

recognition rate improves dramatically from epoch 150. This is because the posture 

estimation model used in SAM-SLR is set to suppress the learning rate to one-tenth of 

the standard rate when learning from epochs 150 to 200, contributing to the improved 

recognition rate. Therefore, we started evaluating the average recognition rate at epoch 

150. (Fig. 4.7) 

 

Table 4.6. Performance of our re-evaluation results evaluated by the evaluation method 
on the AUTSL Test set. 

Based Model 
Re-evaluation Method 

(Finger position evaluation) 
Acc. 

Average of Acc. 
From epoch 150 to 229 

SAM-SLR [1] 
(Ours-1) 

- 97.94 97.73 

Absolute 98.05 97.82 

Relative 98.16 97.92 

Absolute and relative 98.24 98.00 

SAM-SLR with 
proposed Joint and Bone 

streams [29] 
(Ours-2) 

- 98.05 97.79 

Absolute 98.00 97.82 

Relative 98.13 97.96 

Absolute and relative 98.21 98.04 
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Fig. 4.7. Performance of our re-evaluation results from each epoch evaluated by models 
on the AUTSL test set. (The second version of SAM-SLR, the first version of SAM-SLR, 
and Last ours [29].) 

 

4.3.3 The Performance of Each Conditional Branch 
 

The recognition rate before introducing this method was 97.94%, and after the 

introduction, the recognition rate improved except the rate for conditional branches on 

one or two-handed sign language and 3 pieces of index finger data was 97.92%. The 

average recognition rate for these cases was 98.09%, an improvement of 0.15 percentage 

points. In addition, the maximum recognition rate was 98.24% for one-handed sign 

language, with 4 pieces of index finger dataset as the default for the conditional branch. 

For the first conditional branch, regarding the difference value between Top-1 and 

Top-2, we predicted in the previous section that a difference of 2.0 would be optimal. 

The average recognition rate before the introduction was 69.94%, but from Table 4.7, it 

can be observed that the average recognition rate for the entire test data after the re-

evaluation was 72.98% and the high recognition rate was 77.27%. 

  



Enhancing Recognition and Improved Processing Speed for Isolated Sign Language Recognition 
.                                                                                                                                             Noriaki Hori 

 

51 

 

Table 4.7. Performance of absolute and relative re-evaluation results evaluated 
depending on one-handed sign language or one- or two-handed sign language and the 
number of finger data by the evaluation method on the AUTSL test set. 

 Number of Index Finger Data 

 2 3 4 5 6 7 

 One-handed sign language 

Total number 132 132 132 132 132 132 

Number of correct 98 95 102 99 97 95 

Correct rate (%) 74.24 71.97 77.27 75.00 73.48 71.97 

Number of re-evaluations 41 41 35 30 20 13 

Number of correct 30 27 29 22 17 12 

Correct rate (%) 73.17 65.86 82.86 73.33 85.00 92.31 

Final recognition rate (%) 98.13 98.05 98.24 98.16 98.10 98.05 

 One- or two-handed sign language 

Total number 132 132 132 132 132 132 

Number of correct 93 90 99 98 96 94 

Correct rate (%) 70.45 68.18 75.00 74.24 72.72 71.21 

Number of re-evaluations 54 51 42 33 21 14 

Number of correct 35 30 32 23 17 12 

Correct rate (%) 64.81 58.82 76.19 69.70 80.95 85.71 

Final recognition rate (%) 98.00 97.92 98.16 98.13 98.08 98.02 

 

For the second conditional branch, one-handed sign language, the recognition rate 

improves when introduced from the beginning since many sign language signs that touch 

parts of the face area using the index finger are one-handed sign language signs. In the 

case of one-handed sign language, the average was 98.12%, while in the case of one or 

two-handed sign language, i.e., without this decision, the average was 98.05%. In 

addition, the number of re-evaluated cases averaged 30.0 for one-handed sign language, 

while it was 35.8 for one or two-handed sign language, with the latter having 10 more 

cases. 

The third conditional branch, the number of index finger data, was higher, with an 

average of 98.20% when there were 4 samples and 97.99% when there were 3 samples. 

When looking at the re-evaluated cases, the number of cases and their recognition rate 

averaged 47.5 cases and 68.42% when there were 2 samples. At the same time, 13.5 

cases and 88.89% were recognized when there were 7 samples. When the number of 

samples was small, the number of cases increased, and the recognition rate was low, 

while when the number of samples was large, the number of cases decreased, and the 

recognition rate tended to be high. 
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4.3.4 The Performance of Each Epoch 
 

The graph in Figure 4.8 shows the cases where the difference between the Top-1 

and Top-2 evaluation values is within 2.0 using the Ours-1 method, the number of cases 

retested, and the percentage of correct answers for each. The number of cases within 2.0 

and the number of cases resurveyed at epoch 0 were 3557 and 651, respectively, and the 

number gradually decreased, averaging 136.8 and 39.1, respectively, from epoch 150 to 

epoch 229. The percentage of resurveyed cases averaged 26.87% for epochs 0 to 229. 

Although some cases were excluded for outliers or other reasons, the percentage of signs 

touching the face in one-handed sign language is just under 30%. Regarding the 

percentage of correct answers in the resurvey and the percentage of correct answers 

within 2.0, the averages from epochs 150 to 229 were 79.8% and 73.3%, respectively. 

Within 2.0 was the best for this method since a difference in scores greater than 2.0 

could result in a lower recognition rate. In addition, since about 70% of the areas were 

still not re-examined, the recognition rate could be improved in the same way by trying 

another analysis method using the re-evaluation method proposed in this study. 

 

 

Fig. 4.8. The difference between the Top-1 and Top-2 evaluation values is within 2.0, the 
number of the re-evaluation and the percentage of correct answers for each. 

 

4.4  Conclusion 
 

In the previous method, we proposed a method to reuse the results of the 

recognition estimation of the training model, which reached 98.05%. Compared with the 

SAM-SLR, the results were generally good in the recognition rate of each epoch after 

epoch 150. However, there were few cases exceeding 98%; therefore, in this study, we 
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proposed a method to accurately capture the location of the index finger in the face 

region to improve the recognition rate. As a result, we found that the difference between 

Top-1 and Top-2 of the SAM-SLR estimation results was within 2.0. In the method of 

re-evaluation when four location data of the stopped finger could be obtained, the 

recognition rates of the SAM-SLR-based method and the previously proposed method 

were, respectively, 98.24% and 98.21%, with the former being better and improving by 

up to 0.3, 0.24, and 0.19 percentage points, respectively, when compared with the first 

version and the second version of SAM-SLR, and the previous method. The average 

recognition rate from epochs 150 to 229 was 97.79% for the previously proposed 

method and 98.00% and 98.04 for the proposed former and latter, respectively, 

improving by 0.21 and 0.25 points, respectively. Since this method was relatively 

independent of the SAM-SLR recognition methods, it is thought that it could reflect the 

recognition results without being affected by other modalities. 

• The recognition rate with slight differences in top-1 and top-2 evaluation values 

in the SAM-SLR recognition results is low (e.g., 75% or less). 

• The recognition rate up to Top-3 is close to 100%. 

• In the face area, no special recognition processing was performed. 

 

Our re-evaluation method can process the re-evaluation by an average of 0.101s per 

video using CPU when setting each conditional branch is the default after the SAM-SLR 

recognition results process. 
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Chapter 5 
 
Improved processing speed of Isolated Sign 
Language Recognition 
 
5.1 Introduction 
 

We are researching real-time sign language recognition to facilitate communication 

with signers, and the speed of recognition results is one of the critical aspects. Various 

researchers have proposed models with high recognition rates for sign language 

recognition. Sign language recognition has significantly improved in recent years in 

achieving high recognition accuracy. This progress can be attributed to the development 

of practical, deep-learning architectures and enhanced computational power with GPUs. 

In sign language video recognition, the standard approach involves pre-processing the 

video by converting it into frames, extracting positional data on fingers, arms, nose, 

mouth, and others by using techniques like postural estimation and utilizing a Three-

Dimensional Convolutional Neural Network (3DCNN) [14] in the machine learning 

stage for recognizing sign language. Among these models, models such as MMPose [5], 

OpenPose [15], and MediaPipe [16] are used for the posture estimation process and tend 

to have higher recognition rates than other image processing. Furthermore, current 

proposals not only strive for high recognition rates using a single model but also utilize 

multiple recognition models and fuse their results to enhance the recognition rate. There 

are two main types of sign language recognition datasets: isolated signs and continuous 

signs. 

This study focuses on the isolated SLR task and uses the RGB video of the Turkish 

isolated sign language dataset AUTSL. This dataset was used in a workshop competition. 

It contains 226 words each of RGB and Depth sign language videos, and the highest sign 

language recognition system has a recognition rate of over 98%, approaching the level of 

human recognition. Moreover, some researchers say this dataset's recognition rate may 

increase to under 99%. We have worked on improving recognition rates [29, 39], but we 

decided that the recognition rate was reaching a high level and decided to work on 

research on real-time processing. The real-time orphaned symbol recognition system 



Enhancing Recognition and Improved Processing Speed for Isolated Sign Language Recognition 
.                                                                                                                                             Noriaki Hori 

 

55 

 

proposed in this study is based on the public code of the first version of the Skeleton 

Aware Multi-modal SLR (SAM-SLR), which is the competition's winner. 

Our proposed system performs real-time sign language recognition while 

concurrently playing a single sign language video, resulting in recognition outcomes 

comparable to those achieved through the original method. Initially, we focused on 

identifying software capable of rapidly generating alternative optical flow, given the 

original method's incompatibility with commercially available hardware. Subsequently, 

we customized the code of the selected alternative software to generate results almost 

comparable to the optical flow software used in the original method. In the Results 

section, we confirmed slight differences in the output results. We updated our software 

to the latest versions, which included PyTorch and OpenCV, and integrated the 

processing of the four independent modalities into a single unified process. Next, our 

primary focus was reducing and parallelizing the processing to save time while 

maintaining comparable recognition results to those of the original method. 

• The latest hardware and software have improved processing speed. 

• While the original method utilized MMPose for posture estimation with two 

different image sizes to enhance accuracy, our proposed method used a single image 

size of 640x640 to streamline processing and accelerate the procedure.  

• Parallelizing the image processing enhances speed. 

• Reducing the file accesses and using internal memory optimizes speed. 

 

5.2 Methodology 
 

We designed it to respond in real time based on the published code of the SAM-

SLR model [1]. In order to realize real-time processing, there are a wide variety of 

things, such as improving the hardware environment, improving the software 

environment used, seamless recognition processing per video, parallelizing the 

recognition processing, and improving the code. 

 
5.2.1 Improved hardware environments 
 

Improvements in CPU and GPU computers are required for image recognition, 

especially in GPU performance, enabling real-time processing of sign language 

recognition. (Fig. 5.1) The processing power of the RTX 4090 used this time makes it 

possible to perform the processing of MMPose and Optical flow, which are used for 

estimation of each frame, at the same time when playing back 30 fps sign language 

videos. 
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Fig. 5.1. GPU Benchmark. (FP32) [40 - 42] 

 

5.2.2 Improved Software environments  
 

Although MMPose, Optical flow, and model SL-GCN using attitude estimation use 

PyTorch, the processing speed performance is different due to different versions, 

especially in version 2.0, which is slightly faster. Also, PyTorch can be selected for 

PyTorch installation in the Ubuntu environment, but after checking both, in this case, 

using Anaconda (mini condo) was able to speed up the processing speed slightly. There 

are reports that mini conda is often faster. 

 
5.2.3 Seamless recognition processing for each video 
 

Published code is designed to process all data in bulk for machine learning and 

testing data verification. Therefore, it is common for the data required for machine 

learning to be individually processed by a plurality of processes and outputted files for 

each file. A seamless flow of independent processes is required while simultaneously 

playing video or shooting sign language to transition from the original procedural code 

to real-time processing. Also, the published code was released in 2020, and the software 

version has been upgraded, the hardware architecture has improved, and the code can 

only be operated by correcting the code. 
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5.2.3.1 Seamless recognition processing for each video. (Example of 
RGB-Flow)   

The following is a flow of procedure differences of RGB-Flow modality for the 

original system and real-time system. 

Original system 

(1) From the 3,742 sign language videos of the test data, the posture information 

is saved to the temporary file using MMPose for each video. 

(2) Create an Optical flow image from 3,742 test data. 

(3) The center position of the person is calculated from the posture information 

of the temporary file for each video. 

(4) Recognition processing with the 3DCNN model. 

 

Real-time System 

(1) Extraction of posture information by MMPose per each image during play-

back. 

(2) Optical flow image creation per each image during playback. 

(3) Centering and resizing of Optical flow images after playback. 

(4) Recognition processing with 3DCNN model. 

 

5.2.3.2 Alternative Optical flow Processing 

 
There are two problems with the optical flow processing: it did not work on current 

GPUs, and the output result was different from the original if alternative software 

running on current GPUs was used as is (Fig. 5.2). First, we discuss the current GPU 

operating issue. The optical flow software used in the original code was provided on 

Ubuntu 16 using Docker.  It worked on the RTX-2000 series, but was found not to work 

on the RTX-3000 series or later, so alternative software was sought and modified to 

make the code as equivalent as possible. This alternative optical flow [3] is available at 

the following address. (https://github.com/open-mmlab/denseflow) Next, we checked the 

output results of the alternative software and found that it differed from the original. 

Figure 5.2 displays the output results of the original and the Alternative's Optical flow 

processing. Optical flow processing requires two images as it is based on the difference 

between two frame images. The first image, No. 11, exhibits the most noticeable 

difference. We believed that the disparity between the two images would significantly 

impact the recognition process. Therefore, we checked the code of the alternative 

software to obtain equivalent results and found the following. 
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Frame 
No 

Original triming 
images 

No 
Introduced method 
(OpenCV 2.4.13) 

Alternative Method 
(OpenCV 3) 
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12 
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14 

 

14 

  
15 

 

15 

  
16 

 

16 

  
17 

 
   

Fig. 5.2. Differences of optical flow images between introduced and alternative methods. 
(Test dataset : signer34_sample1.mp4) 
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This alternative software is from the same series that was initially provided using 

Docker, but the main differences lie in the available GPU environment and the optical 

flow algorithm used. The optical flow algorithm used in both software is OpenCV's 

TVL1, while the code used in the original was based on OpenCV version 2.4.13 

(Fig.5.3).  In contrast, the code used in the alternative software was based on OpenCV 

version 3 (Fig 5.4(a) and 5.5(a)). Our proposed code is shown in Figure 5.4(b) and 5.5(b), 

with the text areas highlighted in red being relevant to the modification. 

 
70 
  

 void cv::gpu::OpticalFlowDual_TVL1_GPU::operator ()(const GpuMat& I0, const 
GpuMat& I1, GpuMat& flowx, GpuMat& flowy) 

71  { 
   

113      // create the scales 
114      for (int s = 1; s < nscales; ++s) 
115      { 
116          gpu::pyrDown(I0s[s - 1], I0s[s]); 
117          gpu::pyrDown(I1s[s - 1], I1s[s]); 

   
125         if (useInitialFlow) 
126          { 
127              gpu::pyrDown(u1s[s - 1], u1s[s]); 
128              gpu::pyrDown(u2s[s - 1], u2s[s]); 
129   
130              gpu::multiply(u1s[s], Scalar::all(0.5), u1s[s]); 
131              gpu::multiply(u2s[s], Scalar::all(0.5), u2s[s]); 
132          } 

   
138      } 

   
146      // pyramidal structure for computing the optical flow 
147      for (int s = nscales - 1; s >= 0; --s) 
148      { 

   
162          // scale the optical flow with the appropriate zoom factor 
163          gpu::multiply(u1s[s - 1], Scalar::all(2), u1s[s - 1]); 
164          gpu::multiply(u2s[s - 1], Scalar::all(2), u2s[s - 1]); 
165      } 
166  } 

Fig. 5.3. Code excerpts for the original method’s optical flow. (tvl1flow.cpp) 

305  class CV_EXPORTS_W OpticalFlowDual_TVL1 : public DenseOpticalFlow 
306  { 
307  public: 

   
383              double scaleStep = 0.8, 

   
386  }; 

(a) Alternative method. 

305  class CV_EXPORTS_W OpticalFlowDual_TVL1 : public DenseOpticalFlow 
306  { 
307  public: 

   
383              double scaleStep = 0.5, 

   
386  }; 

(b) Proposed method. 

Fig. 5.4. Optical Flow Code Change: ‘scaleStep_’ from 0.8 to 0.5. 
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180 
  

 void OpticalFlowDual_TVL1_Impl::calcImpl(const GpuMat& I0, const Gpu
Mat& I1, GpuMat& flowx, GpuMat& flowy, Stream& stream) 

181  { 
   

233      for (int s = 1; s < nscales_; ++s) 
234      { 
235 

  
         cuda::resize(I0s[s-1], I0s[s], Size(), scaleStep_, scaleStep
_, INTER_LINEAR, stream); 

236 
  

         cuda::resize(I1s[s-1], I1s[s], Size(), scaleStep_, scaleStep
_, INTER_LINEAR, stream); 

   
244          if (useInitialFlow_) 
245          { 
246 

  
             cuda::resize(u1s[s-1], u1s[s], Size(), scaleStep_, scale
Step_, INTER_LINEAR, stream); 

247 
  

             cuda::resize(u2s[s-1], u2s[s], Size(), scaleStep_, scale
Step_, INTER_LINEAR, stream); 

248  
 

249 
  

             cuda::multiply(u1s[s], Scalar::all(scaleStep_), u1s[s], 
1, -1, stream); 

250 
  

             cuda::multiply(u2s[s], Scalar::all(scaleStep_), u2s[s], 
1, -1, stream); 

251          } 
   

261      } 
   

274      for (int s = nscales_ - 1; s >= 0; --s) 
275      { 

   
293           // scale the optical flow with the appropriate zoom factor 

294  
         cuda::multiply(u1s[s - 1], Scalar::all(1/scaleStep_), u1s[s 
- 1], 1, -1, stream); 

295  
         cuda::multiply(u2s[s - 1], Scalar::all(1/scaleStep_), u2s[s 
- 1], 1, -1, stream); 

296      } 
297  } 

(a) Alternative method. 

180 
  

 void OpticalFlowDual_TVL1_Impl::calcImpl(const GpuMat& I0, const Gpu
Mat& I1, GpuMat& flowx, GpuMat& flowy, Stream& stream) 

181  { 
   

233      for (int s = 1; s < nscales_; ++s) 
234      { 
235          cuda::pyrDown(I0s[s - 1], I0s[s]); 
236          cuda::pyrDown(I1s[s - 1], I1s[s]); 

   
244          if (useInitialFlow_) 
245          { 
246              cuda::pyrDown(I0s[s - 1], I0s[s]); 
247              cuda::pyrDown(I1s[s - 1], I1s[s]); 
248  

 

249 
  

             cuda::multiply(u1s[s], Scalar::all(scaleStep_), u1s[s], 
1, -1, stream); 

250 
  

             cuda::multiply(u2s[s], Scalar::all(scaleStep_), u2s[s], 
1, -1, stream); 

251          } 
   

261      } 
   

274      for (int s = nscales_ - 1; s >= 0; --s) 
275      { 

   
294 

  
         cuda::multiply(u1s[s - 1], Scalar::all(1/scaleStep_), u1s[s 
- 1], 1, -1, stream); 

295 
  

         cuda::multiply(u2s[s - 1], Scalar::all(1/scaleStep_), u2s[s 
- 1], 1, -1, stream); 

296      } 
297  } 

(b) Proposed method. 

Fig. 5.5. Optical Flow Code Change: ‘resize’ to ‘pyrDown’. 
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The main modifications involve replacing the ‘resize’ function with ‘pyrDown’ and 

adjusting the ‘scaleStep_’ constant from 0.8 to 0.5. This aligns the code with the SAM-

SLR implementation and improves consistency with the previous optical flow images.  

 

5.2.4 Improvements and Treatments of Each Process 
 

Real-time processing includes pre-processing, video playback (sign language 

shooting), image processing, image recognition, and recognition results. Figure 5.6 

shows the real-time processing method. In pre-processing, the recognition model is 

loaded in advance so that the recognition result is output as soon as the data is entered. 

In real-time sign language recognition, if one frame is 30 fps, there is 0.033s, so if the 

processing required for one frame of the image can be completed within this time, then 

the required processing time is the response time after the end of sign language. 

Therefore, if a process requires more than 0.033s, that amount will directly affect the 

response time. In this case, we tried to use this one-image playback time to perform 

MMPose and Optical flow processing. We were able to reduce processing time and find 

new, faster methods. Also, PyTorch's data loader is too slow to process in real time, so 

we prepared our own. After the playback (shooting), the data is processed to the required 

shape for each model. Recognize each model, integrate each recognition result, and 

make a final decision. 

 

 

Fig. 5.6. Flow chart of real-time isolated sign language recognition processing. 
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5.2.4.1 Preparation Processing 
 

In preparation, loading each recognition model before video playback (sign 

language shooting) allows you to move the load time forward. In addition, when using 

the recognition model, the first thing recognized is often slower than the one recognized 

after that. Therefore, if the dummy data is used to perform the recognition operation, the 

data to be recognized can be operated in an optimal state. 

 

5.2.4.2 Unique Data Processing 

 
The data loader provided by PyTorch learns many data or processes the test data. At 

this time, the data loader prepared by PyTorch takes much time, so it takes much time to 

process the video data of the data required for processing. Changed the label to code that 

is passed directly to PyTorch. 

 

5.2.4.3 Processing Possible During Playback 
 

The interval of one frame is 0.033s when 30 fps. If the MMPose and Optical flow 

processing can be done within this time frame, it will be possible to recognize sign 

languages in real time. As for MMPose, it was found that the processing time would take 

a considerable amount of time, and the response time would be considerable if 

implemented as it was, so we considered reducing the processing. The reduction of 

processing is described in the next section. 

 
5.2.4.4 Python to C++ and internal memory 

 

We have ported the components of RGB-Frames and RGB-Flow, responsible for 

preprocessing images prior to learning, from Python to C++, to enhance image 

processing task speed. We will illustrate the Python script 'gen_frames.py' (Fig. 5.7) as 

an example, introduce C++ ported code, and explain leveraging internal memory for file 

storage. 'gen_frames.py' serves as a preprocessing code for RGB-Frames. As described 

in Chapter 2 (RGB-Frames), the script processes posture estimation from sign language 

videos. After saving the position information in an npy file, the code utilizes this 

information to crop the image, centering the person. Each resulting frame is then 

sequentially numbered and saved as '0000.jpg' for use in machine learning. The 

‘gen_frames.py’ file includes both the main code and the ‘crop’ function. Here's an 

overview of the key steps:  



Enhancing Recognition and Improved Processing Speed for Isolated Sign Language Recognition 
.                                                                                                                                             Noriaki Hori 

 

63 

 

Declare selected_joints, datasets, npy folder, and output folder (22-25) 
 

Extract sign language color videos one by one from dataset ‘test’ (27-30) 
 

Read posture estimation position information (31-33) 
 

Retrieve min and max x-y coordinates (34-35) 
 

Calculate the person's center position (xy_center) (37) 
 

Calculate xy_radius (38) 
 

Read frame image from video file (40-41) 
 

Crop image using xy_center and xy_radius (43, 5-20) 
 

Reduce the cropped image to 256x256 (47) 
 

Save the image sequentially with filenames like '0000.jpg' (50) 

(a) Algorithm of ‘gen_frames.py’. (In parentheses is the code’s line number.) 

5 def crop(img, center, radius, size=512): 
6   scale = 1.3 
7   radius_crop = (radius * scale).astype(np.int32) 
8   center_crop = (center).astype(np.int32) 
9   rect = (max(0,(center_crop-radius_crop)[0]), max(0,(center_crop-radius_crop)[1]),m

in(512,(center_crop+radius_crop)[0]), min(512,(center_crop+radius_crop)[1])) 
11   img = img[rect[1]:rect[3],rect[0]:rect[2],:] 
12   if img.shape[0] < img.shape[1]: 
13     top = abs(img.shape[0] - img.shape[1]) // 2 
14     bottom = abs(img.shape[0] - img.shape[1]) - top 
15     img = cv2.copyMakeBorder(img, top, bottom,0,0,cv2.BORDER_CONSTANT,value=(0,0,0)) 
16   elif img.shape[0] > img.shape[1]: 
17     left = abs(img.shape[0] - img.shape[1]) // 2 
18     right = abs(img.shape[0] - img.shape[1]) - left 
19     img = cv2.copyMakeBorder(img,0,0,left, right, cv2.BORDER_CONSTANT,value=(0,0,0)) 
20   return img 
21  
22 selected_joints = np.concatenate(([0,1,2,3,4,5,6,7,8,9,10], [91,95,96,99,100,103,104

, 107,108,111],[112,116,117,120,121,124,125,128,129,132]), axis=0)  
23 folder = 'test' # 'train', 'val' 
24 npydir = 'test_npy/npy3' # 'train_npy/npy3', 'val_npy/npy3' 
25 outdir = 'test_frames' # 'train_frames' 'val_frames' 
26  
27 for root, dirs, files in os.walk(folder, topdown=False): 
28   for name in files: 
29     if 'color' in name: 
30       cap = cv2.VideoCapture(os.path.join(root, name)) 
31       npy = np.load(os.path.join(npydir, name + '.npy')).astype(np.float32) 
32       npy = npy[:, selected_joints, :2] 
33       npy[:, :, 0] = 512 - npy[:, :, 0] 
34       xy_max = npy.max(axis=1, keepdims=False).max(axis=0, keepdims=False) 
35       xy_min = npy.min(axis=1, keepdims=False).min(axis=0, keepdims=False) 
36       assert xy_max.shape == (2,) 
37       xy_center = (xy_max + xy_min) / 2 - 20 
38       xy_radius = (xy_max - xy_center).max(axis=0) 
39       index = 0 
40       while True: 
41         ret, frame = cap.read() 
42         if ret: 
43           img = crop(frame, xy_center, xy_radius) 
44         else: 
45           break 
46         index = index + 1 
47         img = cv2.resize(img, (256,256)) 
48         if not os.path.exists(os.path.join(outdir, name[:-10])): 
49           os.makedirs(os.path.join(outdir, name[:-10])) 
50         cv2.imwrite(os.path.join(outdir, name[:-10], '{:04d}.jpg'.format(idx)), img) 

(b) Code excerpts for RGB-Frames’s crop. (gen_frames.py)  

Fig. 5.7. Original code for RGB-Frames image process. ( gen_frames.py ) 
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In changing from this Python code to C++, this time code using internal memory is 

added. In ‘rgb_frames.cpp’, there is the main code (Fig. 5.8(a)) and the functions 

‘read_npy’ (Fig. 5.8(b)), ‘init_mmap_frames’ (Fig. 5.8(c)), ‘mmap_frames_proc' (Fig. 

5.8(d)), ‘xy_max_min’ (Fig. 5.8(e)), and ‘crop’ (Fig. 5.8(f)). The following is the 

program flow. 

 

1. Read the posture position information with function ‘read_npy’ (Fig. 5.8(b)). 

2. Initialize internal memory with function ‘init_mmap_frames’ (Fig. 5.8(c)). 

3. Execute the function ‘mmap_frames_proc’ (Fig. 5.8(d)): 

   3-1. Call the internal memory ‘mm1’ of frame images. 

   3-2. Call function ‘xy_max_min’ (Fig. 5.8(e)). 

       3-2-1. Read position information from the specified joint number 

       3-2-2. Obtain the min and max x-y coordinates. 

   3-3. Allocate internal memory ‘mm_frames’ for saving trimmed images. 

       3-3-1. Read frame images from internal memory ‘mm1’ with a ‘for’ statement. 

       3-3-2. Call function ‘crop’ (Fig. 5.8(f)) and crop the image using ‘xy_center’ and 
‘xy_radius’. 

       3-3-3. Reduce the cropped image to the size of 256x256. 
       3-3-4. Save the cropped image to internal memory ‘mm_frames’. 

 
#include <fcntl.h> 
#include <sys/mman.h> 
#include <unistd.h> 
#include <opencv2/opencv.hpp> 
 
using namespace std; 
float npy1[250][133][3] = {0}; 
 
int main(int argc, char *argv[]){ 
 
    string file_name = argv[1] , file_name2; 
    file_name2 = file_name.substr(0, strlen(file_name.c_str() ) - 4); 
    std::string filename = "/home/h1/CVPR21Chal-SLR/real/npy3/"; 
    filename += file_name2; 
    filename += ".npy"; 
 
    int frame_len = read_npy(filename); 
 
    std::string filename_frames = "/tmp/mmap_frames"; 
    std::size_t n_frames = 256 * 256 * 3 * 250; 
    int ret = init_mmap_frames(filename_frames, n_frames); 
 
    struct timespec req = {0, 150000}; 
    nanosleep(&req, NULL); 
  
    int ret2 = mmap_frames_proc(filename_frames, n_frames, frame_len); 
 
    return 0; 
} 
 

Fig. 5.8(a). Code Conversion: Python to C++. ( function ‘main’ ) 
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int read_npy(string filename){ 
    std::ifstream file(filename, std::ios::binary); 
    if (!file) 
    { 
        std::cout << "failed" << filename << std::endl; 
        // return 1; 
    } 
 
    uint16_t headerLen; 
    file.read(reinterpret_cast<char*>(&headerLen), 2); 
    headerLen = ((headerLen >> 8) & 0x00FF) | ((headerLen << 8) & 0xFF00); 
    std::string headerStr(headerLen, '\0'); 
    file.read(&headerStr[0], headerLen); 
 
    size_t shapePos = headerStr.find("'shape': ("); 
    shapePos += 10;  
    size_t shapeEndPos = headerStr.find(")", shapePos); 
    std::string shapeStr = headerStr.substr(shapePos, shapeEndPos - shapePos); 
 
    std::vector<size_t> shape; 
    size_t start = 0; 
    size_t end = shapeStr.find(",", start); 
    while (end != std::string::npos) 
    { 
        size_t size = std::stoi(shapeStr.substr(start, end - start)); 
        shape.push_back(size); 
        start = end + 1; 
        end = shapeStr.find(",", start); 
    } 
    size_t lastSize = std::stoi(shapeStr.substr(start, shapeStr.length() - start)); 
    shape.push_back(lastSize); 
    file.seekg(8 + 2 + 118); 
    file.read(reinterpret_cast<char*>(&npy1), sizeof(float) * shape[0]*133*3); 
    file.close(); 
    return shape[0]; 
} 

Fig. 5.8(b). Code Conversion: Python to C++. ( function ‘read_npy’ ) 

int init_mmap_frames(string filename_frames, int n_frames){ 
    std::ofstream file_frames(filename_frames, std::ios::binary | std::ios::out); 
    file_frames.seekp(n_frames - 1); 
    file_frames.write("", 1); 
    file_frames.close(); 
 
    return 0; 
} 

Fig. 5.8(c). Code Conversion: Python to C++.  ( function ‘init_mmap_frames’ ) 

int mmap_frames_proc(string filename, int n_frames, int frame_len){ 
    const int n250 = 512 * 512 * 3 * 250; 
    std::size_t n1_frames = 256 * 256 * 3; 
 
    int fd = open("/tmp/mmaptest1", O_RDONLY); 
    if (fd < 0) { 
        std::cerr << "Failed to open file." << std::endl; 
        return 1; 
    } 
 
    void* mm1 = mmap(NULL, n250, PROT_READ, MAP_SHARED, fd, 0); 
    if (mm1 == MAP_FAILED) { 
        std::cerr << "Failed to mmap." << std::endl; 
        close(fd); 
        return 1; 
    } 
 
    cv::Point2d  xy_max, xy_min; 
    std::tie(xy_max, xy_min) = xy_max_min(frame_len);     
    int fd_frames = open(filename.c_str(), O_RDWR);     
    void* mm_frames = mmap(0, n_frames, PROT_WRITE, MAP_SHARED, fd_frames, 0);     
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    cv::Mat img;     
    cv::Point2d  xy_center = (xy_max + xy_min) / 2.0 - cv::Point2d { 20, 20 }; 
    float xy_radius = std::max(xy_max.x - xy_center.x, xy_max.y - xy_center.y); 
 
    for (int i1 = 0; i1 < frame_len; i1++){ 
        off_t offset = i1 * 512 * 512 * 3; 
        uchar* buf = static_cast<uchar*>(mm1) + offset; 
        img = cv::Mat(cv::Size(512, 512), CV_8UC3, buf); 
        cv::Mat cropped_img = crop(img, xy_center, xy_radius); 
        cv::resize(cropped_img, cropped_img, cv::Size(256, 256)); 
        cv::cvtColor(cropped_img, cropped_img, cv::COLOR_BGR2RGB); 
        std::memcpy(static_cast<char*>(mm_frames) + n1_frames * i1, cropped_img.data, 
n1_frames);         
    } 
    munmap(mm1, n250); 
    close(fd); 
    return 0; 
} 

Fig. 5.8(d). Code Conversion: Python to C++. ( function ‘mmap_frames_proc’ ) 

std::tuple<cv::Point2d, cv::Point2d> xy_max_min(int frame_len){ 
 
    std::vector<int> selected_joints = { 0,1,2,3,4,5,6,7,8,9,10, 
                                         91,95,96,99,100,103,104,107,108,111, 
                                         112,116,117,120,121,124,125,128,129,132 }; 
    int num_joints = selected_joints.size(); 
     
    cv::Point2d  npy2[250][31];             
         
    for (int i1 = 0; i1 <  frame_len; i1++){ 
      for (int i2 = 0; i2 < num_joints; i2++){      
          npy2[i1][i2].x = 512 - npy1[i1][selected_joints[i2]][0]; 
          npy2[i1][i2].y = npy1[i1][selected_joints[i2]][1];                
      } 
    } 
     
    cv::Point2d  xy_max = { -std::numeric_limits<float>::max(), -
std::numeric_limits<float>::max() }; 
    cv::Point2d  xy_min = { std::numeric_limits<float>::max(), 
std::numeric_limits<float>::max() }; 
 
    for (int i = 0; i < frame_len; i++) { 
        for (int j = 0; j < num_joints; j++) { 
            xy_max.x = std::max(xy_max.x, npy2[i][j].x); 
            xy_max.y = std::max(xy_max.y, npy2[i][j].y); 
            xy_min.x = std::min(xy_min.x, npy2[i][j].x); 
            xy_min.y = std::min(xy_min.y, npy2[i][j].y); 
        } 
    } 
 
    return std::forward_as_tuple(xy_max, xy_min); 
} 

Fig. 5.8(e). Code Conversion: Python to C++. ( function ‘xy_max_min’ ) 

cv::Mat crop(cv::Mat image, cv::Point2d center, double radius, int size = 512) 
{ 
    double scale = 1.3; 
    cv::Point2d radius_crop = cv::Point2d(int(radius * scale), int(radius * scale) ); 
    cv::Point2d center_crop = center; 
 
    int x1 = std::max(0, static_cast<int>(center_crop.x - radius_crop.x)); 
    int y1 = std::max(0, static_cast<int>(center_crop.y - radius_crop.y)); 
    int x2 = std::min(512, static_cast<int>(center_crop.x + radius_crop.x)); 
    int y2 = std::min(512, static_cast<int>(center_crop.y + radius_crop.y)); 
     
    cv::Rect rect(x1, y1, x2 - x1, y2 - y1); 
    cv::Mat cropped_image = image(rect); 
 
    if (cropped_image.rows < cropped_image.cols) 
    { 
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        int top = std::abs(cropped_image.rows - cropped_image.cols) / 2; 
        int bottom = std::abs(cropped_image.rows - cropped_image.cols) - top; 
        cv::copyMakeBorder(cropped_image, cropped_image, top, bottom, 0, 0, 
cv::BORDER_CONSTANT, cv::Scalar(0, 0, 0)); 
    } 
    else if (cropped_image.rows > cropped_image.cols) 
    { 
        int left = std::abs(cropped_image.rows - cropped_image.cols) / 2; 
        int right = std::abs(cropped_image.rows - cropped_image.cols) - left; 
        cv::copyMakeBorder(cropped_image, cropped_image, 0, 0, left, right, 
cv::BORDER_CONSTANT, cv::Scalar(0, 0, 0)); 
    } 
 
    return cropped_image; 
} 
 

Fig. 5.8(f). Code Conversion: Python to C++ ( function ‘crop’ ) 

 

In the C++ code, internal memory was handled by the function ‘mmap’. By using 

internal memory, file input/output is accelerated by using internal memory, which is 

faster than a hard disk, and the same memory space can be used between different 

languages such as Python and C++. Finally, the transition from Python to C++ and the 

optimized utilization of internal memory significantly improve the processing speed. 
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5.3 Results 
 

We report on the recognition results of the test data in the original system and the 

real-time system proposed here, including the environment in which the measurements 

were made, an overview of the measurement results, details of the measurement time for 

each process, and details of the evaluation values for each process. 

 
5.3.1 Measurement environment  
 

We reworked the code for the real-time system based on the published code and 

performed the measurements in the hardware and software environments shown in Table 

5.1. The following is a list of points that were noted during the measurement. 

• The PC was rebooted every time before starting the measurement. 

• Computer rooms were kept below 20 degrees Celsius to maintain computer 

performance, and computers were cooled by fans or other means. 

• The trained models and initial system evaluations used in this study were created on 

the same PC environment used in the previous paper [29]. The primary PC 

environment was AMD 3960x CPU and RTX 3090 GPU. 

 

Table 5.1. Hardware and Software Specifications. 

Hardware Specifications 

CPU Intel i9-13900K 

GPU ASUS TUF-RTX4090-O24G-GAMING 

Mother Board ASRock Z690 PRO RS 

Memory 128GB 

NVME Intel Solid State Drive. 2048GB 

Software Specifications 

OS Ubuntu 20.04.6 LTS 

NVIDIA driver 530.30.02 

CUDA version 12.1 

PyTorch version 2.0.1 (mini conda) 

NVCC version 3.8.16 

gcc version V10.1.243 
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5.3.2 Overview 
 

We introduced four methods to enhance processing speed and enable simultaneous 

recognition during playback. These methods involve parallel processing, optical flow 

processing using a single image, and utilizing Python to C++ conversion in conjunction 

with internal memory. Measurements were taken three times, and the resulting values 

were averaged over them. The graph in Figure 5.9 shows the average time of each 

process per video. For the 3,742 test data, the average recognition response time after the 

end of playback was 0.7248s for a single video playback time of 1.9648s in proposed 

method. To compare with our proposed method, we tested two serial processing 

approaches. The first processes recognition after playback, utilizing Python to C++ 

conversion and internal memory. The second processes recognition simultaneously with 

playback. In the first approach, the average recognition response times were 4.3995s, 

4.4033s, and 4.4012s, resulting in an overall average of 4.4013s. In the second approach, 

the average recognition response times were 3.2583s, 3.2510s, and 3.2526s, resulting in 

an overall average of 3.2540s. Our proposed method demonstrated an average response 

time of 0.7248s, while the two serial processing methods recorded response times of 

4.4013s and 3.2540s. Comparing with serial processing 1 and 2, our proposed method 

achieved an overall improvement of 83.5% and 77.7%, resulting in an average response 

speed enhancement of 6.07 times and 4.49 times, respectively. Before development, we 

considered real-time sign language recognition practical if the response time was within 

1 second.  

 
Fig. 5.9. Average processing time for serial processing and proposed method processing. 
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Considering that the real-time recognition response would be prolonged to process 

four modalities, we studied further improving the recognition rate of Multi-stream, the 

modality with the highest recognition rate. We increased the recognition rate from 

96.82% to 97.01% [29]. The results of this study showed that even with the processing 

of the four modalities, the recognition response time is practical using current PC 

equipment. We also found that there are two time-consuming processes after video 

playback. The first is that Features requires about 0.3s to obtain posture information 

using information from all frame images, making it the most time-consuming of the 

post-video playback processes. Second, RGB-Frames and RGB-Flow take more time to 

process after video playback because they calculate the center position of the person 

from the posture estimation information of all frames and process the images so that the 

person is in the center. 

Table 5.2 shows the recognition rates for SAM-SLR model and proposed method, 

respectively. The recognition rate results for SAM-SLR model and proposed method 

were the same, as were the recognition results for each test data. The recognition rate 

was calculated using Equation (5.1). 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 𝑟𝑎𝑡𝑒 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑎𝑛𝑠𝑤𝑒𝑟𝑠

3,742
 (5.1) 

Table 5.2. Results of recognition rate for SAM-SLR model and proposed method. 

 Recognition rate 
Number of correct 

answers 
Total number 

SAM-SLR model 97.94% 3,665 3,742 

Proposed method 97.94% 3,665 3,742 

 
The evaluation values of each modality were also almost the same, which will be 

discussed in detail later. 

 
5.3.3 Each processing time 
 

The processing performed during playback is the image processing used in Optical 

flow, MMPose, and SSTCN, which can be processed in a single-frame image. The 

average playback time per video is 1.9648s, while the average is 2.1729s, indicating a 

delay of about 0.2s. If this problem can be improved, the response time can be reduced 

by 0.2s. One way to improve this problem is to use even faster GPUs in the future. As 

for software improvement, it is possible to rewrite the code from Python to C++ and to 
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advance parallel processing. Regarding the measurement time for each modality, the 

modality with the fastest response time was Multi-stream with a response time of 

approximately 0.02s. Next was RGB-Flow and RGB-Frames at about 0.12s, followed by 

Features at 0.28s. These results suggest that if the posture estimation process can be 

processed during video playback, it will provide the fastest response time and can be 

processed in real-time for mobile devices. 

Table 5.3. Average time for each processing for proposed method. 

 Processing First Second Third Average 

Pre-preparing 0.0508 0.0502 0.0509 0.0506 

Playback 1.9648 1.9648 1.9648 1.9648 

Optical flow, MMPose, SSTCN image, Each stream 2.1779 2.1686 2.1722 2.1729 

Postures coordinates 0.0003 0.0003 0.0003 0.0003 

   SSTCN images 0.0000 0.0000 0.0000 0.0000 

   SSTCN MMPoseB 0.1524 0.1524 0.1524 0.1524 

   SSTCN recognition 0.1220 0.1220 0.1220 0.1220 

Features  0.2744 0.2744 0.2744 0.2744 

   Multi-stream coordinates 0.0017 0.0017 0.0017 0.0017 

   Multi-stream recognition 0.0172 0.0172 0.0172 0.0172 

Multi-stream 0.0189 0.0189 0.0189 0.0189 

   RGB-Frames images 0.0687 0.0679 0.0688 0.0685 

   RGB-Frames recognition 0.0446 0.0445 0.0445 0.0445 

RGB-Frames  0.1133 0.1124 0.1133 0.1130 

   RGB-Flow images 0.0660 0.0654 0.0655 0.0656 

   RGB-Flow recognition 0.0444 0.0444 0.0444 0.0444 

RGB-Flow 0.1104 0.1097 0.1099 0.1100 

Recognition processing 2.6952 2.6844 2.6891 2.6896 

Response Time  0.7304 0.7196 0.7243 0.7248 

 

We have already discussed average processing times in the overview. Here we use 

the table of average processing times between the two serial processing and the proposed 

method in Table 5.4. The three cases differ with and without the four processing speed 

acceleration options. Case 1 corresponds to the graph of serial processing 1 in Fig. 5.9, 

where the option 'Python to C++ and internal memory' was implemented, resulting in an 

average recognition time of 4.4010s. The average response time was naturally the same 

because recognition processing started after the completion of video playback. Case 2 

corresponds to the graph of serial processing 2 in Fig. 5.9, where the option 

'simultaneously process with playback' was utilized. The average recognition time was 
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5.2188s, and the average response time was 3.2540s; recognition processing is 

performed simultaneously with playback, leading to an improvement of 1.9648 seconds. 

Case 3 corresponds to the graph of the proposed method in Figure 5.9, where all four 

options are implemented. The average recognition time is 2.6896s, and the average 

response time is 0.7248s—about 6 and 4.5 times faster than the average response times 

of 4.4010s and 3.2540s for cases 1 and 2, respectively.  

 

Table 5.4. Average processing time for various speed improvement options in difference 
cases. 

 

Various speed improvement options 
Case 1: 
Serial 

processing1 

Case 2: 
Serial 

processing2 

Case 3: 
Proposed 
method 

 Processing Possible During Playback  ✓ ✓ 
 Parallel processing   ✓ 
 MMPose using single image   ✓ 
 Python to C++ & Internal memory ✓  ✓ 
 Processing    

Pre-preparing 0.0180 0.0143 0.0506 

Playback 1.9648 1.9648 1.9648 

Optical flow, MMPose, SSTCN image, Each stream - - 2.1729 

MMPose only 3.0792 3.1520 - 

Postures coordinates 0.0000 0.0001 0.0003 

   SSTCN images 0.0586 0.0571 0.0000 

   SSTCN MMPoseB 0.1490 0.1497 0.1524 

   SSTCN recognition 0.1211 0.1208 0.1220 

Features  0.3287 0.3277 0.2744 

   Multi-stream coordinates 0.0013 0.0000 0.0017 

   Multi-stream recognition 0.0170 0.0178 0.0172 

Multi-stream 0.0183 0.0178 0.0189 

   RGB-Frames images 0.0690 0.3127 0.0685 

   RGB-Frames recognition 0.0444 0.0446 0.0445 

RGB-Frames  0.1133 0.3573 0.1130 

   RGB-Flow images 0.8172 1.3194 0.0656 

   RGB-Flow recognition 0.0442 0.0445 0.0444 

RGB-Flow 0.8614 1.3639 0.1100 

Recognition processing 4.4010 5.2188 2.6896 

Response Time  4.4010 3.2540 0.7248 
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The difference between the recognition process in Case 1 and Case 2 lies in the 

implementation of the option 'Python to C++ and Internal memory.' This difference 

results in recognition processing times of 4.4010s and 5.2188s, respectively, indicating a 

speedup of 0.8178s. (Table 5.5) In Table 5.4, it is evident that only in Case 3, the option 

'MMPose using single image' is implemented for MMPose processing, resulting in a 

time of 2.1729s. However, the actual MMPose time is shorter than this since it 

encompasses the processing of Optical Flow, SSTCN image, and Each stream. When 

MMPose is processed independently while playing back the video, the playback time 

and MMPose processing time align closely, suggesting an MMPose processing time of 

approximately 2 seconds, a value close to the average video playback time of 1.9648s. 

Considering that the MMPose processing times for Case 1 and Case 2 were 3.0792s and 

3.1520s, respectively, averaging 3.1156s, MMPose processing time for Case 3 was 

1.1156s faster when assumed to be 2 seconds. This speedup is due to the option 

'MMPose using single image'. (Table 5.5) The difference between Case 2 and Case 3 lies 

in the implementation of three options: 'Parallel processing,' 'MMPose processing,' and 

'Python to C++ and Internal memory.' This led to a reduction in recognition processing 

time from 3.2540s to 0.7248s, indicating a collective speedup of 2.5292s. As mentioned 

earlier, 'Python to C++ and Internal memory' speeds up the process by 0.8178s, and 

'MMPose' by 1.1156s. This suggests that the 'parallel processing' option can accelerate 

the process by 0.5958s. (Table 5.5) We found that it is important to consider whether 

there is room for speed-up in all processes in order to perform speed-up processing.  

Table 5.5. Improvement of recognition processing time for various speed improvement 
options. 

Various speed improvement 
options 

Time without 
using option 

[s] 

Time with 
option 

[s] 

Improved Time 
with other 
options [s] 

Improved 
Time 
[s] 

Parallel processing 3.2540 0.7248 
0.8178 
1.1156 

0.5958 

MMPose using single image 3.1156 2.0000 - 1.1156 

Python to C++ & Internal memory 5.2188 4.4010 - 0.8178 
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5.3.4 Each processing scores 
 

Table 5.6 and 5.7 show the original and real-time systems' evaluation value of the 

sign language recognition result. The sample result is the first sample video in the list of 

test data. The Late Fusion method in SAM-SLR is used for the evaluation values of each 

stream Joint, Bone, Joint Motion, Bone Motion and each modality RGB-Frames, RGB-

Flow, Features, Multi-stream. The total value is obtained by multiplying each coefficient 

α = {1.0, 0.9, 0.5, 0.5}, β = {0.9, 0.4, 0.4, 1.0}. 

      𝑆𝑐𝑜𝑟𝑒𝑀𝑢𝑙𝑡𝑖−𝑠𝑡𝑟𝑒𝑎𝑚 = 𝛼1𝑞𝐽𝑜𝑖𝑛𝑡 + 𝛼2𝑞Bone + 𝛼3𝑞𝐽𝑜𝑖𝑛𝑡 𝑀𝑜𝑡𝑖𝑜𝑛 + 𝛼4𝑞𝐵𝑜𝑛𝑒 𝑀𝑜𝑡𝑖𝑜𝑛 (5.2) 

𝑆𝑐𝑜𝑟𝑒𝑆𝐴𝑀−𝑆𝐿𝑅 = 𝛽1𝑞𝑅𝐺𝐵−𝐹𝑟𝑎𝑚𝑒𝑠 + 𝛽2𝑞𝑅𝐺𝐵−𝐹𝑙𝑜𝑤 + 𝛽3𝑞𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑠 + 𝛽4𝑞𝑀𝑢𝑙𝑡𝑖−𝑠𝑡𝑟𝑒𝑎𝑚 (5.3) 

There coefficients and the formula (5.2) and (5.3) for calculating the evaluation 

value are the same as the first version of the SAM-SLR [1]. Also shown below are 

sample results (Table 5.6 and 5.7), with the original code evaluation values on the upper 

row and our results on the lower row. All three times measurements had the same value. 

The numbers represent the respective evaluation values, and the numbers in parentheses 

are the evaluation values multiplied by the respective coefficients. The results are 

generally comparable. 

Two main differences exist between the information used in the original system and 

the proposed real-time system. First, the original system used two different image sizes, 

512 and 640, for the posture estimation process using MMPose, and the most reliable 

one was chosen for each posture estimation result. However, the survey results showed 

that the 640 result was used in most cases. In addition, since the image size took about 

1.6 times longer to process than 640 only, only 640 was used this time to save time. This 

resulted in some differences. The ones used for this result are Multi-stream, RGB-

Frames, and RGB-Flow. Second, the Optical Flow software introduced in the original 

system did not work with the current system, so another software was used. This may 

have resulted in slightly different images from the Optical flow images in the original 

system, resulting in different evaluation values. 
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Table 5.6. Examples of the score of each stream. (The upper row is SAM-SLR model, 
the lower row is proposed method) 

 Rate Top-1 Top-2 Top-3 

Gloss No 
(SAM-SLR model) 133 106 146 
(Proposed method) 133 106 146 

Joint 1.0 
9.894 (  9.894) 5.678 (  5.678) 4.207 (  4.207) 
9.896 (  9.896) 5.672 (  5.672) 4.206 (  4.206) 

Bone 0.9 
9.437 (  8.493) 5.292 (  4.763) 5.215 (  4.693) 
9.430 (  8.487) 5.298 (  4.768) 5.219 (  4.697) 

Joint Motion 0.5 
9.025 (  4.513) 4.691 (  2.346) 4.953 (  2.476) 
9.001 (  4.501) 4.691 (  2.346)  4.950 (  2.475) 

Bone Motion 0.5 
11.095 (  5.547) 6.965 (  3.482) 5.555 (  2.777) 
11.072 (  5.536) 6.957 (  3.479)  5.531 (  2.766) 

Multi-stream 
  (28.447)  (16.268)  (14.154) 
  (28.419)  (16.264)  (14.144) 

Table 5.7. Examples of the score of each modality. (The upper row is SAM-SLR model, 
the lower row is proposed method) 

 Rate Top-1 Top-2 Top-3 

Gloss No 
(SAM-SLR model) 133 106 146 
(Proposed method) 133 106 146 

RGB-Frames 0.9 
5.581 (  5.023) -0.676 ( -0.609) -0.853 ( -0.768) 
5.536 (  4.982) -0.727 ( -0.655) -0.894 ( -0.805) 

RGB-Flow 0.4 
6.015 (  2.406) -1.052 ( -0.421) -0.296 ( -0.119) 
5.863 (  2.345) -1.094 ( -0.438) -0.292 ( -0.117) 

Features 0.4 
7.723 (  3.089) 0.253 (  0.101) 0.142 (  0.057) 
7.726 (  3.090) 0.259 (  0.104) 0.147 (  0.059) 

Multi-stream 1.0 
28.447 (28.447) 16.268 (16.268) 14.154 (14.154) 
28.419 (28.419) 16.264 (16.264) 14.144 (14.144) 

SAM-SLR 
 (38.965) (15.339) (13.324) 

 (38.838) (15.275) (13.282) 

 
Comparing them to Table 5.7, Features had almost the same content with the same 

values up to the second few. On the other hand, the Top-1 values for RGB-Flow were 

different by as much as 0.2081 between 6.015 and 5.863, suggesting that the MMPose 

and Optical flow processing had an impact. Despite these differences, it is clear that the 

evaluations were ranked correctly. The final recognition results are also considered to be 

good. Figure 5.10 shows the difference in the output results of the two software 

programs for optical flow. The image (a) was created by the software introduced in the 

original system, the image (b) was created by the alternative method, and the image (c) 

was created by the proposed method nearing original results using alternative method. 
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No (a) Original method (b) Alternative method (c) Proposed method 

11 

   

12 

   

13 

   

14 

   

15 

   

16 

   

Fig. 5.10. Optical flow images: (a) Introduced method, (b) Alternative method, and (c) 
Proposed method nearing original results using alternative method. 
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5.4 Conclusion       
 

In order to perform real-time processing using the PC equipment available in the 

summer of 2023 and using the SAM-SLR code, the recognition results were maintained, 

and the recognition response time was 0.7248s. Regarding practicality, this response 

time is an advantage to respond within 1 second. The practicality of this technique can 

be used to recognize simple sign language and can be applied to sign language learners, 

such as sign language coaching and gesture operation commands. In the future, if a 

higher speed is required, it will be possible to shorten the processing time and reduce the 

response time by using the current model by speeding up the model itself. Also, real-

time sign language recognition will be possible even in the environment of smartphones. 

In addition, since the latest GPU performance can handle most of the required 

processing for each frame, the time for image processing and recognition processing 

after all frames are finished will be the bottleneck of response time. Further validation 

with other datasets will allow us to find new improvements in real-time processing, 

which is one of our future tasks. Finally, we are considering developing smartphone 

software, such as an application [43]. In addition, the consideration of the release of the 

code will be done after the series of projects is finished. 
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Chapter 6 
 
Conclusion 
 

6.1 Conclusion 
 

In Chapter 1, the research background and purpose are described. We mainly 

mentioned the issues for improving the recognition rate and realizing the processing 

speed of the isolated sign language recognition model SAM-SLR from previous research. 

In Chapter 2, we describe related research on the isolated sign language model. In 

particular, he described in detail the model of the previous study, SAM-SLR, which is 

the basis of this study. 

In Chapter 3, we delve into enhancing the recognition rate of isolated sign language 

by reusing estimation results per epoch. In Chapter 3, we delve into enhancing the 

recognition rate of isolated sign language by reusing estimation results per epoch. The 

distinctive contribution of this study involves the summation of Top-1 evaluation values 

for each class from the estimation results across epochs during the machine learning of 

sign language recognition. The average results from ten trials conducted before and after 

applying the proposed method reveal noteworthy improvements. Specifically, for the 

'Joint' stream, the highest recognition rate increased by 0.21 percentage points, 

advancing from 95.66% to 95.87%, while the average recognition rate for epochs 150 to 

229 improved by 0.49 percentage points, rising from 95.22% to 95.71%. Similarly, for 

the 'Bone' stream, the highest recognition rate improved by 0.27 points, reaching 95.98% 

from 95.71%, and the average recognition rate for epochs 150 to 229 increased by 0.56 

points, progressing from 95.23% to 95.79%. 

In Chapter 4, we detail the improvement in the recognition rate of isolated sign 

language by re-evaluating the position of the index finger relative to the face parts' 

positional reference. The novelty of this study lies in a method that further increases the 

recognition rate by addressing instances of low recognition when the difference between 

Top-1 and Top-2 evaluation results is minimal, without compromising the high 

recognition rate of the SAM-SLR model. The re-evaluation method captures the position 

within a triangular mesh formed by face parts such as eyes, nose, mouth, cheeks, and 

chin. This allows the recognition system to capture different face shapes in relative 

positions and evaluate the index finger's position in the face area by comparing test data 
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and training data. The optimal method improved the recognition rate from 97.94% in the 

past to 98.24%. 

Chapter 5 discusses improving processing speed for isolated sign language 

recognition. The novelty of this research is that in real-time sign language recognition 

using the sign language dataset AUTSL, the average response time was reduced from 4.4 

seconds for serial processing to 0.72 seconds for the proposed method while maintaining 

a high recognition rate of 97.74%. This is an improvement in the recognition rate 

compared to other researchers' proposals, where the processing speed was faster, but the 

recognition rate was about 95%. The original point is that four modalities are processed 

simultaneously to improve the processing speed, and the evaluation values of the 

estimated results are almost maintained while reducing the processing. This enables 

equal and independent results from the SAM-SLR model across the four modalities, 

offering the potential for real-time processing when high recognition rates are achieved 

with newly created learning model results. 

 

 

6.2 Future work 
 

We aim to explore the prospects for isolated sign language recognition, which could 

have potential applications in continuous sign language recognition. (Fig. 6.1) For 

instance, one approach involves iteratively repeating the sign language recognition 

processing at short intervals. Upon achieving an accuracy of 90% or higher, we can 

adapt the corresponding word and proceed with the recognition processing for the next 

word. This iterative process could enhance overall recognition accuracy by combining 

various methods. 
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Fig. 6.1. Application to Continuous Sign Language Recognition. 
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Appendix 
 
1. Results of recognition rate from Ten trials of Training Joint 

and Proposed Joint with Random Initial Conditions. 

 
 Example 1 Example 2 Example 3 Example 4 Example 5 

Reuse  ✓  ✓  ✓  ✓  ✓ 

0 13.74 13.74 16.27 16.27 15.77 15.77 13.71 13.71 13.34 13.34 
1 34.42 34.18 33.78 33.08 15.47 15.07 35.54 35.46 41.29 41.18 
2 49.57 45.70 50.11 49.12 47.97 31.69 46.15 45.46 57.88 55.77 
3 63.68 62.91 65.21 63.25 61.17 52.67 67.26 64.48 66.19 66.62 
4 68.04 69.21 70.28 71.57 66.76 64.27 68.07 69.99 70.92 74.72 
5 69.43 73.46 68.01 75.31 68.63 71.33 73.94 76.00 70.79 79.16 
6 76.80 78.46 69.99 79.66 73.28 76.51 76.99 80.28 73.70 82.47 
7 81.43 83.16 79.90 82.92 80.89 81.35 78.46 83.83 81.24 84.85 
8 79.34 85.03 81.00 86.00 79.00 84.61 78.01 86.18 79.48 86.83 
9 80.09 87.28 82.60 87.41 81.24 85.92 75.01 87.04 81.16 88.19 
10 80.76 87.79 81.27 88.13 85.41 87.55 81.11 87.87 80.47 88.35 
11 85.03 88.72 82.02 89.10 82.84 88.51 75.04 88.38 82.87 89.18 
12 70.74 88.91 81.11 89.68 74.48 88.88 82.31 88.78 83.75 89.76 
13 83.30 89.85 82.10 89.90 83.70 88.91 82.71 89.12 84.66 90.57 
14 84.13 90.30 83.30 90.54 82.04 89.55 83.73 89.50 82.68 90.46 
15 83.86 90.73 85.01 90.86 80.89 90.09 80.95 90.03 80.60 90.73 
16 87.04 91.02 83.38 91.29 80.81 90.11 83.30 90.33 84.29 91.02 
17 85.94 91.07 83.70 91.82 81.51 90.59 82.63 90.75 78.22 91.26 
18 86.16 91.31 79.93 91.90 83.94 91.23 84.71 91.13 83.59 91.31 
19 86.02 91.53 86.53 92.12 84.15 91.23 83.67 91.34 83.51 91.64 
20 85.20 91.77 84.23 92.20 85.01 91.90 80.92 91.56 84.69 91.80 
21 87.76 92.06 86.45 92.46 83.00 91.96 86.02 91.96 86.32 92.14 
22 84.66 92.22 84.42 92.76 84.63 92.01 86.08 91.85 85.70 92.14 
23 85.60 92.49 85.20 92.65 87.33 92.30 87.15 92.30 85.92 92.22 
24 86.80 92.54 87.25 92.81 84.58 92.46 86.50 92.46 87.92 92.46 
25 86.10 92.70 86.93 92.68 82.98 92.22 83.70 92.54 88.11 92.41 
26 87.36 92.65 85.28 92.97 87.15 92.57 87.89 92.76 76.38 92.52 
27 87.04 92.86 88.19 93.27 85.03 92.46 82.82 92.81 89.82 92.62 
28 83.24 92.89 87.09 93.27 84.13 92.49 87.33 92.89 88.91 92.73 
29 88.59 93.03 60.82 93.27 89.95 92.73 67.88 92.92 88.13 92.97 
30 87.73 93.16 88.75 93.40 87.73 92.81 85.70 93.11 86.58 93.08 
31 86.40 93.08 87.20 93.48 87.33 92.76 87.39 93.13 88.27 93.03 
32 89.55 93.05 88.30 93.40 87.55 92.76 89.15 93.32 86.72 93.11 
33 88.88 93.16 87.76 93.43 89.47 92.76 85.84 93.19 87.92 93.08 
34 89.18 93.35 86.10 93.56 87.81 93.03 88.16 93.35 87.65 93.27 
35 88.91 93.45 82.36 93.53 87.84 92.97 86.13 93.32 85.81 93.43 
36 85.09 93.37 88.00 93.61 87.81 93.00 89.10 93.45 88.70 93.43 
37 88.75 93.51 87.60 93.45 87.49 93.03 90.54 93.53 87.09 93.37 
38 87.49 93.53 86.26 93.61 88.48 93.29 86.40 93.56 87.73 93.35 
39 89.55 93.51 86.37 93.72 33.65 93.27 86.77 93.59 86.88 93.59 
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 Example 1 Example 2 Example 3 Example 4 Example 5 
Reuse  ✓  ✓  ✓  ✓  ✓ 

40 88.75 93.59 86.16 93.80 87.81 93.27 88.62 93.88 88.32 93.53 
41 9.73 93.59 87.39 93.75 89.04 93.19 88.13 93.85 88.78 93.59 
42 90.41 93.59 87.89 93.83 89.44 93.45 88.78 93.80 88.21 93.51 
43 79.96 93.53 83.35 93.88 84.82 93.21 87.68 93.91 87.39 93.61 
44 87.23 93.69 84.90 93.83 88.03 93.21 90.09 94.07 87.79 93.56 
45 90.17 93.67 87.07 93.83 87.60 93.35 87.87 94.09 84.63 93.53 
46 89.12 93.83 89.23 93.93 88.16 93.40 88.75 94.07 88.11 93.59 
47 88.88 93.93 88.62 93.88 89.85 93.40 90.54 94.23 83.83 93.53 
48 88.59 93.99 87.73 94.01 88.78 93.53 87.52 94.28 87.15 93.67 
49 86.77 93.96 88.03 94.07 87.33 93.43 90.11 94.47 87.79 93.67 
50 84.93 94.04 87.15 94.09 89.23 93.61 89.31 94.47 87.17 93.72 
51 88.13 94.09 89.55 94.15 88.83 93.75 89.93 94.39 89.36 93.77 
52 86.58 94.07 85.84 94.17 86.88 93.72 90.25 94.33 88.64 93.77 
53 88.32 94.01 88.21 94.17 85.81 93.80 90.03 94.41 88.35 93.83 
54 88.96 94.07 89.79 94.12 89.34 93.77 72.23 94.36 88.43 93.77 
55 89.02 94.04 67.13 94.12 83.03 93.83 85.62 94.39 87.25 93.88 
56 90.73 94.09 87.76 94.31 89.39 93.69 88.72 94.36 89.10 93.88 
57 89.34 94.12 88.30 94.31 87.36 93.75 90.27 94.36 88.27 93.96 
58 85.17 94.09 88.00 94.31 87.17 93.83 89.20 94.44 89.23 94.04 
59 90.01 94.09 90.86 94.28 87.28 93.91 88.40 94.47 87.60 94.12 
60 89.20 94.15 88.62 94.20 88.88 94.07 90.59 94.52 89.02 94.07 
61 88.19 94.15 89.04 94.25 87.17 93.91 87.25 94.58 82.39 94.01 
62 90.54 94.20 87.17 94.23 83.14 93.96 88.59 94.63 88.70 94.04 
63 88.32 94.20 87.31 94.25 88.21 93.99 90.11 94.68 89.26 94.01 
64 89.93 94.25 88.80 94.25 88.24 94.07 90.22 94.74 89.23 94.07 
65 88.91 94.33 90.17 94.23 88.88 94.07 88.46 94.79 88.86 94.09 
66 89.20 94.41 88.62 94.23 86.56 94.07 87.73 94.71 89.79 94.09 
67 90.03 94.44 86.21 94.31 88.19 94.15 90.03 94.79 88.99 94.09 
68 89.66 94.47 86.48 94.36 88.11 94.23 89.23 94.82 88.96 94.25 
69 88.88 94.58 89.34 94.41 86.53 94.12 89.28 94.82 87.92 94.28 
70 90.59 94.60 87.95 94.44 88.11 94.23 90.30 94.79 90.33 94.28 
71 87.87 94.55 86.00 94.44 88.27 94.23 87.17 94.92 88.05 94.31 
72 88.70 94.63 88.03 94.44 86.56 94.33 86.42 94.84 87.41 94.33 
73 88.99 94.68 88.00 94.49 88.54 94.33 90.83 94.87 89.63 94.36 
74 89.85 94.58 87.15 94.44 89.55 94.33 91.23 94.84 88.99 94.36 
75 87.49 94.68 85.70 94.55 87.39 94.39 85.60 94.87 89.44 94.39 
76 89.50 94.71 89.04 94.52 87.92 94.36 88.88 94.82 88.35 94.39 
77 91.42 94.74 86.21 94.44 90.03 94.31 90.67 94.84 87.52 94.41 
78 89.71 94.74 87.57 94.49 88.51 94.33 89.85 94.84 88.75 94.47 
79 90.89 94.76 89.26 94.58 86.37 94.41 90.01 94.90 88.78 94.47 
80 88.70 94.71 86.02 94.41 89.10 94.41 87.17 94.95 87.84 94.49 
81 88.13 94.82 90.22 94.47 88.48 94.58 77.71 94.92 88.78 94.52 
82 89.71 94.82 87.84 94.44 87.47 94.52 86.61 94.95 88.83 94.49 
83 89.47 94.79 88.51 94.52 89.10 94.58 89.42 94.92 89.07 94.58 
84 88.72 94.79 86.26 94.52 88.62 94.66 90.59 94.98 87.95 94.52 
85 89.87 94.79 88.75 94.55 89.58 94.60 90.09 94.98 86.64 94.55 
86 89.90 94.79 87.76 94.58 89.93 94.66 89.76 95.06 89.50 94.55 
87 88.27 94.90 88.83 94.63 89.28 94.71 84.74 94.98 89.98 94.58 
88 87.49 94.82 89.18 94.60 88.43 94.68 89.93 95.03 86.24 94.60 
89 89.68 94.92 89.12 94.71 90.46 94.71 89.18 95.03 87.49 94.68 
90 90.62 94.90 89.66 94.68 87.71 94.68 87.73 95.00 88.11 94.71 
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 Example 1 Example 2 Example 3 Example 4 Example 5 
Reuse  ✓  ✓  ✓  ✓  ✓ 

91 89.55 94.95 89.52 94.66 87.71 94.68 88.11 95.06 88.35 94.71 
92 88.96 94.84 88.59 94.68 88.05 94.68 88.64 95.08 87.15 94.74 
93 90.01 94.87 6.04 94.71 84.13 94.66 88.62 95.03 89.39 94.68 
94 91.61 95.00 87.81 94.79 89.42 94.63 89.20 95.03 83.30 94.68 
95 90.30 95.03 89.68 94.82 90.54 94.74 90.99 95.03 89.12 94.71 
96 89.60 94.98 88.78 94.82 89.44 94.68 89.42 95.03 89.34 94.74 
97 89.23 95.06 87.47 94.90 88.05 94.71 89.52 95.06 91.05 94.79 
98 88.64 95.11 90.30 94.90 87.60 94.68 90.43 95.08 83.78 94.84 
99 90.03 95.08 88.94 94.90 89.44 94.71 90.09 95.08 89.79 94.82 
100 90.41 95.11 91.53 94.92 90.73 94.79 91.23 95.06 89.52 94.82 
101 89.87 95.19 89.26 94.98 88.75 94.82 90.49 95.19 90.17 94.84 
102 91.56 95.16 90.81 95.00 90.30 94.82 90.67 95.08 87.01 94.90 
103 86.83 95.24 89.02 95.00 89.71 94.87 90.06 95.22 88.99 94.87 
104 90.25 95.27 86.80 95.03 90.01 94.87 90.19 95.27 87.57 94.92 
105 89.82 95.24 88.83 95.06 89.58 94.87 88.72 95.22 90.22 94.95 
106 90.11 95.24 86.24 95.00 89.66 94.90 90.19 95.19 87.92 95.03 
107 91.93 95.30 89.79 95.00 89.76 94.90 89.93 95.16 90.51 95.03 
108 89.26 95.38 89.74 95.03 89.10 94.92 89.93 95.14 89.47 94.92 
109 90.70 95.30 89.90 95.00 90.78 94.92 90.91 95.24 89.63 95.03 
110 89.93 95.30 89.82 95.00 90.59 94.92 90.19 95.24 90.78 95.06 
111 89.15 95.24 88.94 94.98 86.96 94.95 85.28 95.35 88.30 95.06 
112 88.62 95.27 89.85 95.03 91.05 94.98 89.82 95.35 88.62 94.98 
113 12.93 95.30 88.51 95.03 90.33 95.00 90.83 95.40 87.68 94.92 
114 88.43 95.27 89.34 95.06 87.33 95.03 89.31 95.40 90.91 94.95 
115 89.20 95.32 89.28 95.08 90.19 95.03 88.64 95.46 90.49 95.06 
116 87.49 95.35 90.81 95.11 90.51 95.08 89.82 95.46 86.69 95.08 
117 88.05 95.27 86.93 95.03 89.55 95.08 88.40 95.48 88.32 95.08 
118 90.35 95.35 89.36 95.11 90.41 95.19 89.95 95.56 89.04 95.06 
119 88.46 95.24 88.78 95.08 89.04 95.16 90.41 95.56 89.74 95.08 
120 89.04 95.30 90.97 95.11 89.87 95.19 88.51 95.64 87.01 95.08 
121 91.61 95.30 84.47 95.11 89.20 95.14 90.51 95.64 89.10 95.11 
122 89.20 95.27 89.04 95.11 91.15 95.19 88.16 95.67 90.35 95.08 
123 88.75 95.24 90.33 95.11 90.54 95.19 89.31 95.64 89.47 95.11 
124 90.57 95.22 89.10 95.11 89.39 95.19 89.23 95.64 90.33 95.16 
125 90.33 95.24 89.23 95.16 90.43 95.24 89.79 95.64 88.62 95.22 
126 91.69 95.30 88.78 95.16 89.93 95.27 91.07 95.67 89.71 95.16 
127 90.03 95.30 89.79 95.14 89.52 95.24 89.79 95.64 89.42 95.19 
128 90.62 95.30 88.75 95.22 90.01 95.22 90.91 95.62 87.31 95.14 
129 91.10 95.30 89.76 95.19 90.57 95.27 86.32 95.64 89.93 95.14 
130 89.60 95.24 91.10 95.22 90.06 95.32 90.43 95.64 85.94 95.14 
131 87.39 95.27 87.55 95.22 90.33 95.30 89.74 95.67 90.62 95.24 
132 89.60 95.27 89.66 95.24 89.28 95.30 89.90 95.70 88.51 95.19 
133 91.02 95.32 89.31 95.24 87.55 95.32 91.18 95.70 88.78 95.19 
134 90.46 95.27 90.59 95.24 89.58 95.32 90.81 95.72 88.19 95.16 
135 90.59 95.24 87.95 95.24 89.28 95.30 88.51 95.75 89.04 95.22 
136 89.28 95.30 90.51 95.30 86.83 95.32 90.38 95.64 91.56 95.22 
137 89.47 95.32 90.54 95.32 90.25 95.30 89.23 95.67 89.55 95.19 
138 90.06 95.35 91.58 95.35 89.52 95.38 89.74 95.70 87.92 95.14 
139 90.70 95.40 89.82 95.32 90.25 95.40 89.18 95.70 91.72 95.14 
140 89.90 95.38 91.42 95.27 89.68 95.43 90.38 95.70 90.03 95.16 
141 90.27 95.43 88.80 95.24 91.29 95.40 90.62 95.80 88.72 95.19 
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 Example 1 Example 2 Example 3 Example 4 Example 5 
Reuse  ✓  ✓  ✓  ✓  ✓ 

142 90.11 95.43 90.89 95.27 89.55 95.48 90.57 95.78 89.95 95.16 
143 88.00 95.48 91.26 95.35 81.69 95.46 90.17 95.78 87.47 95.19 
144 88.54 95.43 90.06 95.35 90.22 95.43 89.07 95.67 89.50 95.16 
145 89.18 95.40 90.59 95.38 89.71 95.43 90.38 95.70 89.36 95.16 
146 88.91 95.40 84.23 95.35 90.01 95.46 89.66 95.78 90.38 95.19 
147 91.34 95.38 90.78 95.32 89.02 95.46 89.55 95.75 90.33 95.22 
148 89.50 95.38 91.21 95.40 90.62 95.46 89.98 95.75 89.66 95.19 
149 91.31 95.43 91.10 95.40 87.28 95.43 89.60 95.75 89.60 95.22 
150 94.44 95.46 94.68 95.46 94.25 95.48 94.04 95.91 94.36 95.16 
151 94.84 95.48 94.84 95.43 94.33 95.51 94.36 95.96 94.76 95.16 
152 94.79 95.54 95.00 95.51 94.39 95.48 94.71 95.94 94.49 95.16 
153 95.03 95.67 95.06 95.43 94.33 95.40 94.95 95.91 94.55 95.16 
154 95.08 95.67 95.11 95.46 94.17 95.38 94.87 95.91 94.76 95.19 
155 95.03 95.75 95.27 95.48 94.36 95.38 94.82 95.80 94.60 95.11 
156 95.30 95.78 95.43 95.48 94.55 95.43 94.92 95.80 94.87 95.11 
157 95.38 95.80 95.48 95.51 94.41 95.43 95.03 95.86 94.68 95.11 
158 95.19 95.83 95.30 95.54 94.76 95.40 95.11 95.88 94.90 95.14 
159 95.19 95.94 95.35 95.51 94.49 95.43 94.92 95.83 95.16 95.14 
160 95.27 95.99 95.22 95.54 94.60 95.46 95.51 95.88 95.03 95.14 
161 95.43 95.96 95.22 95.54 94.74 95.48 95.30 95.91 95.11 95.19 
162 95.40 95.96 95.27 95.48 94.74 95.46 95.24 95.88 95.06 95.22 
163 95.32 95.96 95.32 95.62 94.60 95.46 95.40 95.83 95.14 95.24 
164 95.16 95.99 95.06 95.64 94.71 95.40 95.14 95.80 94.95 95.24 
165 95.32 96.02 95.27 95.64 94.68 95.46 95.14 95.88 94.92 95.27 
166 95.59 96.04 95.59 95.72 94.66 95.46 95.27 95.80 95.06 95.32 
167 95.32 95.99 95.40 95.75 94.79 95.51 95.22 95.83 94.98 95.35 
168 95.19 96.02 95.54 95.80 94.87 95.51 95.00 95.88 94.98 95.32 
169 95.46 96.04 95.51 95.83 94.90 95.54 95.51 95.91 94.87 95.32 
170 95.14 96.02 95.72 95.86 94.79 95.51 95.32 95.96 95.03 95.40 
171 95.48 96.04 95.56 95.86 94.82 95.59 95.38 95.99 94.98 95.46 
172 95.59 96.04 95.24 95.83 94.79 95.59 95.16 95.99 95.16 95.43 
173 95.54 96.07 95.54 95.86 94.90 95.62 95.51 96.02 94.92 95.54 
174 95.46 96.07 95.64 95.86 95.16 95.62 95.24 95.96 95.27 95.56 
175 95.51 96.04 95.72 95.88 95.11 95.64 95.22 95.99 94.95 95.54 
176 95.32 96.02 95.46 95.88 94.90 95.62 95.32 95.96 95.11 95.56 
177 95.46 95.99 95.43 95.88 94.76 95.62 95.22 95.96 95.08 95.54 
178 95.51 95.99 95.67 95.91 94.92 95.59 95.43 95.99 95.03 95.56 
179 95.56 95.96 95.70 95.88 94.71 95.62 95.30 95.99 95.03 95.64 
180 95.43 95.99 95.78 95.88 94.74 95.62 95.40 95.99 95.08 95.62 
181 95.48 95.94 95.80 95.94 94.95 95.70 95.46 96.02 95.19 95.67 
182 95.38 95.94 95.54 95.94 95.00 95.67 95.51 95.96 94.98 95.64 
183 95.27 95.94 95.75 95.96 94.95 95.67 95.27 95.88 95.03 95.64 
184 95.48 95.91 95.70 95.96 94.98 95.70 95.40 95.88 95.06 95.64 
185 95.78 95.91 95.64 95.94 94.79 95.70 95.48 95.86 95.35 95.64 
186 95.48 95.91 95.48 95.94 95.00 95.70 95.32 95.91 95.22 95.67 
187 95.48 95.94 95.75 95.94 94.74 95.70 95.30 95.91 95.24 95.72 
188 95.35 95.91 95.40 95.96 94.79 95.67 95.19 95.94 95.32 95.72 
189 95.48 95.91 95.64 95.94 94.87 95.70 95.30 95.91 95.30 95.75 
190 95.35 95.94 95.67 95.94 95.11 95.70 95.24 95.94 95.19 95.78 
191 95.54 95.96 95.54 95.96 94.84 95.67 95.22 95.91 95.16 95.72 
192 95.48 95.99 95.64 95.96 94.87 95.67 95.46 95.94 95.22 95.70 
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 Example 1 Example 2 Example 3 Example 4 Example 5 
Reuse  ✓  ✓  ✓  ✓  ✓ 

193 95.75 95.99 95.72 95.94 95.06 95.64 95.67 95.94 95.27 95.67 
194 95.75 96.02 95.51 95.99 94.74 95.64 95.51 95.94 94.98 95.72 
195 95.94 96.02 95.59 95.96 94.92 95.70 95.14 95.94 95.19 95.72 
196 95.83 96.02 95.78 95.99 95.00 95.70 95.27 95.94 95.35 95.72 
197 95.46 95.99 95.96 95.99 95.19 95.70 95.54 95.91 95.06 95.72 
198 95.48 95.96 95.88 95.99 94.98 95.72 95.32 95.94 95.06 95.75 
199 95.24 95.94 95.80 95.99 95.00 95.75 95.40 95.94 94.95 95.75 
200 95.43 95.91 95.70 95.96 95.11 95.75 95.54 95.91 95.14 95.72 
201 95.38 95.94 95.75 95.96 94.95 95.70 95.30 95.88 95.06 95.75 
202 95.48 95.94 95.80 95.96 95.22 95.70 95.51 95.91 95.11 95.78 
203 95.48 95.96 95.80 95.96 95.00 95.70 95.35 95.91 95.35 95.78 
204 95.46 95.99 95.88 95.96 94.98 95.70 95.35 95.91 95.35 95.78 
205 95.62 96.02 95.78 95.96 95.16 95.70 95.64 95.91 95.35 95.78 
206 95.56 96.04 95.78 95.96 94.95 95.67 95.51 95.88 95.14 95.78 
207 95.54 96.04 95.88 95.96 95.24 95.64 95.56 95.94 95.22 95.83 
208 95.56 96.02 95.80 95.96 95.03 95.64 95.56 95.94 95.14 95.80 
209 95.80 96.02 95.80 95.96 95.14 95.64 95.51 95.99 95.14 95.83 
210 95.56 96.02 95.64 95.91 94.98 95.67 95.56 95.99 95.06 95.83 
211 95.59 96.02 95.80 95.91 95.19 95.59 95.67 95.91 95.22 95.86 
212 95.56 95.99 95.80 95.91 95.11 95.62 95.40 95.91 95.24 95.86 
213 95.72 95.99 95.83 95.91 95.22 95.54 95.80 95.91 95.35 95.83 
214 95.75 95.99 95.75 95.86 95.19 95.54 95.56 95.91 95.24 95.78 
215 95.75 95.99 95.75 95.86 95.24 95.51 95.64 95.91 95.38 95.75 
216 95.59 95.99 95.78 95.88 95.08 95.51 95.59 95.88 95.19 95.72 
217 95.80 95.99 95.94 95.91 95.08 95.48 95.51 95.88 95.30 95.72 
218 95.54 95.99 95.70 95.88 95.11 95.48 95.48 95.88 95.24 95.72 
219 95.72 95.99 95.70 95.91 95.22 95.48 95.72 95.91 95.27 95.72 
220 95.64 95.99 95.83 95.96 95.16 95.54 95.16 95.88 95.38 95.70 
221 95.72 95.99 95.70 95.94 95.03 95.54 95.46 95.88 95.14 95.72 
222 95.59 95.99 95.67 95.96 95.06 95.54 95.51 95.88 95.43 95.72 
223 95.67 96.02 95.75 95.96 95.19 95.54 95.70 95.88 95.27 95.72 
224 95.72 96.02 95.86 95.94 95.24 95.54 95.43 95.88 95.16 95.67 
225 95.75 96.04 95.75 95.96 95.11 95.54 95.64 95.91 95.19 95.67 
226 95.62 96.04 95.86 95.96 95.16 95.54 95.51 95.91 95.14 95.64 
227 95.80 96.04 95.88 95.96 94.98 95.54 95.59 95.91 95.11 95.64 
228 95.59 96.04 95.96 95.96 95.22 95.51 95.54 95.91 95.19 95.64 
229 95.32 96.04 95.67 95.94 95.08 95.51 95.56 95.91 95.38 95.62 
230 95.56 96.04 95.88 95.96 95.24 95.51 95.54 95.91 95.32 95.59 
231 95.64 96.04 95.70 95.96 95.06 95.48 95.56 95.91 95.43 95.59 
232 95.59 96.04 96.02 95.96 95.19 95.48 95.56 95.91 95.11 95.59 
233 95.59 96.04 95.86 95.99 95.08 95.48 95.67 95.88 95.27 95.59 
234 95.54 96.04 95.70 95.96 95.11 95.48 95.48 95.88 95.19 95.59 
235 95.64 96.04 95.86 95.96 95.16 95.48 95.59 95.86 95.27 95.56 
236 95.54 96.02 95.86 95.94 95.24 95.46 95.72 95.86 95.19 95.56 
237 95.59 96.04 95.86 95.94 95.03 95.43 95.54 95.86 95.24 95.56 
238 95.70 96.04 95.62 95.94 95.03 95.46 95.46 95.86 95.27 95.56 
239 95.80 96.04 95.75 95.96 94.98 95.46 95.62 95.86 95.30 95.56 
240 95.64 96.04 95.83 95.96 95.08 95.46 95.46 95.88 95.16 95.56 
241 95.59 96.04 95.75 95.96 95.16 95.43 95.51 95.88 95.19 95.56 
242 95.70 96.07 95.75 95.96 95.06 95.43 95.46 95.88 95.40 95.56 
243 95.86 96.10 95.67 95.99 94.90 95.40 95.67 95.88 95.14 95.56 
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 Example 1 Example 2 Example 3 Example 4 Example 5 
Reuse  ✓  ✓  ✓  ✓  ✓ 

244 95.72 96.10 95.80 95.96 95.16 95.38 95.43 95.88 95.22 95.56 
245 95.83 96.10 95.75 95.99 95.32 95.38 95.67 95.88 95.38 95.56 
246 95.54 96.10 95.67 95.99 95.27 95.38 95.40 95.88 95.51 95.56 
247 95.48 96.10 95.86 95.96 95.22 95.38 95.48 95.88 95.24 95.56 
248 95.51 96.10 95.64 95.96 95.35 95.38 95.67 95.88 95.35 95.56 
249 95.48 96.07 95.78 95.96 95.03 95.38 95.59 95.86 95.32 95.56 

 
 Example 6 Example 7 Example 8 Example 9 Example 10 

Reuse  ✓  ✓  ✓  ✓  ✓ 

0 15.50 15.50 14.48 14.48 13.20 13.20 13.04 13.04 11.49 11.49 
1 35.11 34.87 38.19 38.16 36.53 35.97 35.70 35.62 34.90 33.54 
2 25.76 33.81 59.41 56.87 49.09 48.48 58.50 56.89 47.97 47.46 
3 66.92 64.08 64.91 66.03 59.51 58.26 68.09 67.74 49.47 53.71 
4 72.18 71.06 70.31 73.94 74.53 73.54 69.56 73.73 71.51 69.48 
5 73.17 77.71 70.87 79.08 75.65 77.93 70.07 78.14 72.31 75.07 
6 75.17 81.53 78.35 82.76 78.11 82.10 77.31 81.61 79.08 80.41 
7 76.06 84.42 80.52 85.49 80.49 84.50 76.51 83.91 75.12 82.95 
8 78.73 85.44 82.15 86.96 78.83 86.10 80.33 85.49 77.36 84.71 
9 78.78 87.01 80.28 87.49 81.91 86.96 82.36 86.13 78.59 86.13 
10 80.89 88.11 83.32 88.70 83.00 88.38 83.46 87.17 84.69 87.73 
11 81.61 88.64 85.22 89.39 86.83 89.12 84.26 88.16 79.10 88.32 
12 82.63 89.68 81.69 89.76 86.21 90.17 79.82 88.43 83.81 89.10 
13 81.35 89.90 84.58 90.25 83.51 90.38 82.90 89.36 81.00 89.68 
14 77.85 90.49 85.36 90.81 86.48 91.07 82.92 89.76 82.04 89.76 
15 81.69 90.67 83.16 91.23 81.67 91.18 81.16 89.90 83.94 90.54 
16 83.06 90.97 74.00 91.07 81.21 91.58 80.87 90.38 83.06 90.73 
17 60.96 91.15 78.41 91.37 83.97 91.66 80.73 90.43 87.57 91.31 
18 80.38 91.29 84.61 91.50 84.58 91.77 78.75 90.51 82.90 91.26 
19 83.11 91.56 81.56 91.74 84.63 92.06 82.55 90.91 83.54 91.77 
20 84.29 91.72 85.70 91.77 84.18 92.17 84.61 91.31 83.22 91.98 
21 87.76 91.96 85.44 91.96 86.56 92.41 84.34 91.58 74.53 92.04 
22 84.90 91.93 86.53 91.80 51.50 92.46 85.97 91.72 86.29 92.52 
23 83.30 92.04 84.05 92.09 86.08 92.68 76.59 91.82 86.32 92.52 
24 85.09 92.12 86.96 92.28 87.55 92.89 86.48 91.88 87.09 92.81 
25 86.13 92.41 86.69 92.68 87.73 93.08 84.15 92.38 86.34 92.94 
26 87.63 92.70 85.62 92.60 86.53 93.19 86.99 92.41 88.00 93.11 
27 87.52 92.65 87.33 92.78 86.56 93.27 85.97 92.49 87.68 93.24 
28 86.72 92.73 81.51 92.86 87.87 93.48 86.40 92.52 88.94 93.45 
29 86.58 93.00 87.31 93.05 84.79 93.48 89.15 92.57 88.78 93.53 
30 83.91 93.16 87.09 93.21 88.54 93.45 88.56 92.76 87.28 93.64 
31 85.44 93.29 85.17 93.27 89.36 93.51 88.99 92.84 85.54 93.61 
32 87.57 93.37 89.18 93.56 88.30 93.56 85.30 92.76 85.14 93.59 
33 85.22 93.32 87.68 93.53 86.64 93.51 87.95 92.92 86.45 93.59 
34 88.64 93.51 89.26 93.59 87.89 93.56 87.33 92.89 85.20 93.77 
35 87.41 93.51 85.94 93.56 87.71 93.56 84.93 93.00 86.53 93.61 
36 89.44 93.48 88.00 93.69 89.44 93.67 88.08 93.16 84.18 93.69 
37 86.96 93.53 86.21 93.72 86.40 93.59 88.27 93.19 87.63 93.80 
38 88.96 93.48 88.16 93.88 88.80 93.64 88.00 93.08 89.47 93.83 
39 88.08 93.37 86.93 93.96 86.93 93.75 87.49 93.19 89.39 93.83 
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 Example 6 Example 7 Example 8 Example 9 Example 10 
Reuse  ✓  ✓  ✓  ✓  ✓ 

40 87.76 93.45 86.58 93.91 88.13 93.67 86.00 93.21 85.41 93.96 
41 88.67 93.67 89.31 93.88 86.99 93.72 87.20 93.45 88.99 93.91 
42 86.42 93.64 89.10 93.99 88.96 93.69 89.76 93.64 86.80 94.01 
43 85.73 93.77 83.99 94.07 87.25 93.72 89.07 93.69 85.92 93.91 
44 84.58 93.83 87.33 94.07 87.95 93.67 85.76 93.72 88.19 93.93 
45 86.64 93.85 87.04 93.85 86.21 93.80 87.39 93.72 90.35 93.91 
46 87.41 93.80 87.87 94.07 86.66 93.80 86.53 93.83 86.24 94.04 
47 88.05 93.85 88.19 94.07 88.38 93.91 87.33 93.93 88.30 93.99 
48 81.96 94.01 87.97 94.20 89.98 94.01 88.16 93.99 88.46 94.04 
49 88.78 94.04 85.81 94.17 86.26 94.12 86.18 94.04 86.48 94.17 
50 70.92 94.07 89.12 94.31 87.44 94.23 86.93 94.07 89.34 94.17 
51 88.67 94.07 88.08 94.36 87.49 94.20 87.47 94.09 87.81 94.28 
52 86.69 94.23 87.63 94.39 88.38 94.15 88.91 94.12 90.62 94.20 
53 89.10 94.09 86.75 94.39 87.20 94.23 89.85 94.12 87.60 94.33 
54 89.52 94.12 86.61 94.39 86.66 94.31 89.12 94.28 85.28 94.33 
55 89.18 94.12 87.41 94.39 89.60 94.25 88.91 94.17 87.81 94.33 
56 88.96 94.17 81.77 94.44 89.31 94.41 88.32 94.25 89.74 94.41 
57 89.52 94.17 86.53 94.52 86.69 94.33 89.50 94.33 87.17 94.52 
58 89.23 94.15 88.80 94.60 86.69 94.36 87.87 94.28 87.65 94.41 
59 86.93 94.23 87.09 94.60 87.65 94.33 87.52 94.31 88.35 94.49 
60 87.97 94.23 88.96 94.47 85.28 94.36 90.78 94.31 87.92 94.52 
61 89.82 94.33 86.00 94.44 88.27 94.36 86.56 94.36 88.32 94.49 
62 88.35 94.31 88.05 94.63 88.56 94.25 88.72 94.41 85.73 94.49 
63 88.24 94.31 88.62 94.47 88.78 94.47 91.21 94.47 87.65 94.47 
64 88.32 94.47 84.98 94.52 87.44 94.52 89.52 94.44 89.12 94.49 
65 88.75 94.36 89.18 94.55 84.29 94.52 88.43 94.36 89.52 94.44 
66 89.31 94.41 87.17 94.60 88.00 94.55 90.30 94.47 89.10 94.58 
67 87.57 94.44 88.48 94.60 89.90 94.52 89.36 94.49 89.18 94.52 
68 88.94 94.44 89.71 94.66 87.84 94.47 91.07 94.63 88.56 94.58 
69 88.86 94.47 89.15 94.60 90.01 94.52 88.99 94.71 89.63 94.55 
70 86.29 94.44 87.81 94.60 87.81 94.47 89.07 94.68 88.03 94.55 
71 83.27 94.41 86.16 94.60 86.16 94.55 89.63 94.76 88.70 94.58 
72 87.76 94.49 89.63 94.68 87.87 94.58 88.40 94.71 88.75 94.60 
73 87.60 94.44 90.03 94.68 88.80 94.58 89.60 94.76 89.12 94.71 
74 90.22 94.52 88.43 94.66 89.66 94.66 86.10 94.68 90.35 94.76 
75 89.93 94.44 89.82 94.58 88.94 94.66 87.84 94.63 88.88 94.76 
76 90.57 94.44 87.15 94.58 88.48 94.58 89.36 94.66 89.76 94.76 
77 87.31 94.55 87.79 94.58 88.03 94.60 88.03 94.68 88.38 94.82 
78 90.65 94.58 89.20 94.71 88.72 94.55 90.30 94.68 85.20 94.84 
79 90.22 94.55 83.62 94.74 88.08 94.55 88.51 94.74 88.35 94.82 
80 90.67 94.58 90.43 94.76 86.91 94.55 88.78 94.84 88.30 94.84 
81 85.06 94.58 89.63 94.68 90.83 94.60 90.25 94.76 86.26 94.90 
82 86.37 94.55 89.31 94.74 90.27 94.60 92.25 94.79 89.20 94.90 
83 87.20 94.52 88.30 94.76 89.12 94.66 90.38 94.90 86.88 94.92 
84 90.86 94.52 87.44 94.82 87.71 94.66 86.77 94.92 86.08 95.03 
85 88.70 94.58 87.68 94.74 89.66 94.74 89.47 94.95 87.57 95.14 
86 89.23 94.49 89.95 94.71 89.79 94.71 87.68 94.98 90.89 95.11 
87 89.20 94.58 89.36 94.76 90.33 94.74 89.50 95.00 89.71 95.14 
88 88.99 94.63 85.49 94.63 89.58 94.74 91.58 95.00 89.44 95.06 
89 89.52 94.74 87.31 94.68 76.59 94.68 88.86 94.98 88.88 95.16 
90 87.63 94.76 87.52 94.71 90.17 94.76 89.36 95.00 90.25 95.19 
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 Example 6 Example 7 Example 8 Example 9 Example 10 
Reuse  ✓  ✓  ✓  ✓  ✓ 

91 91.40 94.74 89.34 94.74 87.87 94.82 89.68 95.00 88.19 95.24 
92 90.03 94.90 88.43 94.82 90.14 94.71 87.57 95.00 85.86 95.22 
93 89.02 94.82 88.21 94.79 87.87 94.82 88.78 95.03 88.38 95.30 
94 88.83 94.87 88.38 94.76 89.02 94.76 89.04 95.08 89.28 95.27 
95 87.52 94.95 88.91 94.74 87.57 94.79 90.27 95.08 90.25 95.24 
96 90.33 94.95 89.39 94.74 88.35 94.76 88.59 95.11 88.99 95.27 
97 88.67 94.95 88.24 94.74 89.42 94.87 89.58 95.08 89.93 95.27 
98 89.85 94.95 88.16 94.76 87.17 94.84 87.12 95.11 89.82 95.24 
99 90.01 94.92 89.31 94.74 88.46 94.82 86.66 95.11 89.39 95.27 
100 89.58 95.00 89.42 94.76 89.58 94.87 86.77 95.08 91.23 95.27 
101 91.05 94.98 89.74 94.84 88.75 94.98 90.81 95.16 87.95 95.30 
102 87.71 94.98 89.52 94.79 86.66 94.98 87.63 95.11 88.78 95.32 
103 88.94 95.03 87.87 94.84 89.63 94.95 89.10 95.19 88.35 95.35 
104 89.58 95.03 88.48 94.87 88.05 94.92 88.83 95.11 89.34 95.38 
105 90.01 95.03 89.52 94.90 88.43 94.92 90.03 95.22 89.28 95.35 
106 87.12 95.11 90.75 94.82 91.02 95.03 90.25 95.16 90.59 95.32 
107 90.51 95.08 90.09 94.79 89.47 95.00 90.65 95.16 88.59 95.35 
108 88.70 95.16 87.04 94.84 91.05 95.11 89.74 95.16 90.83 95.40 
109 90.19 95.14 90.22 94.90 87.55 95.11 90.09 95.16 83.30 95.40 
110 87.87 95.16 88.70 94.87 89.36 95.11 90.30 95.22 88.96 95.30 
111 91.61 95.14 90.75 94.87 88.27 95.16 89.85 95.19 88.80 95.32 
112 91.26 95.22 88.64 94.90 89.12 95.16 88.70 95.19 88.35 95.27 
113 87.12 95.30 89.79 94.87 90.54 95.22 89.95 95.14 88.62 95.30 
114 87.15 95.22 88.99 94.87 91.50 95.19 91.29 95.16 91.07 95.32 
115 90.38 95.24 89.66 94.90 88.67 95.22 87.20 95.19 87.92 95.35 
116 89.87 95.22 90.43 94.92 89.12 95.24 89.42 95.22 88.86 95.35 
117 87.71 95.22 87.23 94.87 90.73 95.27 90.70 95.22 90.57 95.38 
118 89.26 95.22 87.07 94.95 87.76 95.24 89.39 95.16 88.13 95.40 
119 87.12 95.16 90.30 94.90 88.70 95.32 91.82 95.14 89.20 95.35 
120 88.88 95.16 90.43 94.90 89.76 95.38 89.60 95.22 88.56 95.32 
121 90.78 95.19 89.12 94.98 90.19 95.38 89.18 95.30 91.15 95.35 
122 90.46 95.22 89.93 94.98 88.21 95.30 90.70 95.30 91.29 95.35 
123 91.02 95.27 89.63 94.92 87.20 95.38 89.07 95.27 90.54 95.43 
124 89.26 95.22 90.54 94.90 90.78 95.30 89.28 95.24 89.68 95.40 
125 90.43 95.22 90.41 94.90 89.87 95.35 91.15 95.30 88.13 95.43 
126 90.01 95.14 88.94 94.98 89.20 95.38 89.74 95.30 88.86 95.46 
127 87.97 95.11 90.49 94.95 89.18 95.40 90.86 95.32 91.07 95.40 
128 87.65 95.14 91.50 94.98 88.80 95.40 89.31 95.27 87.33 95.46 
129 88.13 95.14 90.67 94.95 90.46 95.35 90.25 95.38 90.97 95.48 
130 87.23 95.14 89.95 94.98 87.81 95.40 91.15 95.38 90.38 95.51 
131 89.68 95.14 90.67 95.00 89.95 95.43 90.89 95.43 90.73 95.46 
132 89.79 95.11 89.87 95.00 90.27 95.43 89.15 95.43 89.18 95.46 
133 90.33 95.14 91.42 95.00 89.10 95.43 88.83 95.51 88.62 95.43 
134 90.01 95.11 90.62 95.03 87.33 95.48 90.38 95.51 90.35 95.46 
135 89.04 95.19 90.51 95.03 87.73 95.48 87.97 95.54 90.35 95.40 
136 89.71 95.14 86.32 95.08 89.55 95.56 88.78 95.54 91.74 95.40 
137 90.70 95.16 90.75 95.08 90.41 95.48 90.78 95.56 89.58 95.46 
138 90.38 95.19 90.59 95.06 90.14 95.54 89.26 95.51 88.96 95.48 
139 88.16 95.19 91.10 95.00 88.96 95.51 90.91 95.54 89.23 95.51 
140 89.74 95.16 89.74 95.06 88.96 95.54 90.89 95.54 86.64 95.43 
141 89.07 95.16 88.83 95.14 90.46 95.51 87.87 95.59 89.02 95.51 
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 Example 6 Example 7 Example 8 Example 9 Example 10 
Reuse  ✓  ✓  ✓  ✓  ✓ 

142 88.96 95.16 89.79 95.11 88.48 95.59 89.20 95.59 91.40 95.51 
143 89.55 95.14 89.82 95.14 91.23 95.51 89.98 95.54 86.99 95.51 
144 89.74 95.14 88.24 95.11 88.38 95.51 87.68 95.56 88.91 95.51 
145 88.86 95.14 90.09 95.11 89.60 95.46 91.05 95.54 90.51 95.51 
146 87.60 95.19 89.85 95.08 90.70 95.51 89.90 95.56 89.39 95.48 
147 89.82 95.19 90.70 95.11 90.49 95.46 91.15 95.54 90.91 95.48 
148 87.44 95.22 89.10 95.11 90.57 95.43 90.65 95.56 89.60 95.48 
149 89.55 95.19 89.87 95.14 89.60 95.40 88.86 95.56 90.83 95.48 
150 94.44 95.27 94.20 95.16 93.96 95.54 94.17 95.59 94.20 95.48 
151 94.47 95.32 93.88 95.11 94.25 95.54 94.47 95.59 94.49 95.51 
152 94.84 95.30 94.17 95.11 94.36 95.59 94.63 95.59 94.71 95.56 
153 95.16 95.40 94.44 95.19 94.58 95.62 94.98 95.62 94.63 95.59 
154 94.92 95.40 94.58 95.30 94.58 95.64 94.92 95.59 94.66 95.67 
155 94.92 95.35 94.33 95.32 94.47 95.67 94.98 95.62 95.08 95.72 
156 95.08 95.32 94.63 95.35 94.63 95.62 95.00 95.59 94.66 95.72 
157 94.95 95.35 94.66 95.43 94.52 95.64 95.14 95.62 95.27 95.72 
158 95.14 95.38 94.66 95.48 94.74 95.64 95.11 95.64 95.19 95.70 
159 95.00 95.40 94.79 95.54 94.74 95.56 95.03 95.62 95.03 95.75 
160 95.14 95.43 94.84 95.51 94.63 95.51 95.16 95.64 95.14 95.72 
161 95.14 95.56 94.82 95.56 94.92 95.51 95.30 95.70 95.00 95.72 
162 95.35 95.59 94.82 95.62 94.74 95.56 95.00 95.70 94.87 95.72 
163 95.19 95.62 94.60 95.59 95.03 95.62 95.16 95.64 95.16 95.72 
164 94.98 95.64 95.06 95.64 94.68 95.56 95.08 95.64 94.98 95.78 
165 95.11 95.62 94.90 95.59 94.84 95.54 95.03 95.62 95.19 95.86 
166 95.11 95.59 95.00 95.56 94.90 95.56 95.11 95.70 94.74 95.86 
167 95.22 95.59 95.00 95.54 95.08 95.59 95.06 95.75 95.03 95.88 
168 95.06 95.56 95.06 95.54 94.87 95.54 95.06 95.75 95.08 95.96 
169 95.24 95.62 95.06 95.54 95.24 95.56 94.92 95.62 94.84 95.96 
170 95.38 95.62 94.95 95.56 94.84 95.56 95.06 95.62 95.27 95.96 
171 95.14 95.67 95.00 95.56 94.95 95.56 94.95 95.54 95.16 95.96 
172 94.87 95.70 95.22 95.62 94.66 95.62 95.22 95.59 95.08 96.02 
173 95.27 95.67 95.16 95.56 94.84 95.56 95.08 95.62 95.08 95.96 
174 95.46 95.62 95.00 95.51 94.66 95.56 94.95 95.62 95.24 95.96 
175 95.48 95.59 95.32 95.51 94.79 95.56 95.08 95.64 95.32 95.96 
176 95.40 95.59 95.19 95.54 95.06 95.54 95.19 95.62 95.03 95.96 
177 95.48 95.59 95.08 95.56 95.24 95.51 95.35 95.70 94.98 95.96 
178 95.22 95.56 94.92 95.48 94.84 95.54 95.19 95.72 95.22 95.99 
179 95.46 95.54 95.27 95.46 94.76 95.54 95.11 95.72 94.90 95.99 
180 95.30 95.54 95.43 95.46 94.98 95.54 95.24 95.72 95.16 95.96 
181 95.30 95.56 95.32 95.46 94.90 95.54 95.30 95.75 95.27 95.99 
182 95.40 95.59 95.14 95.43 95.06 95.59 95.30 95.80 95.22 96.02 
183 95.46 95.59 95.27 95.48 95.06 95.54 95.27 95.78 95.19 96.04 
184 95.19 95.59 95.22 95.48 95.16 95.54 95.19 95.75 95.35 96.04 
185 95.40 95.64 95.32 95.51 95.06 95.56 95.38 95.75 95.19 96.04 
186 95.27 95.59 95.16 95.54 95.35 95.56 95.40 95.78 95.35 96.04 
187 95.24 95.64 95.22 95.54 95.03 95.56 95.35 95.78 95.00 96.04 
188 95.30 95.59 95.14 95.48 95.19 95.56 95.27 95.78 94.95 96.04 
189 95.22 95.67 95.16 95.56 95.22 95.56 95.64 95.78 95.11 96.04 
190 95.46 95.64 94.87 95.51 95.06 95.56 95.38 95.75 95.24 96.04 
191 95.27 95.67 95.30 95.54 95.22 95.54 95.40 95.70 95.22 96.04 
192 95.38 95.67 95.16 95.54 95.11 95.48 95.24 95.70 95.03 96.04 
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 Example 6 Example 7 Example 8 Example 9 Example 10 
Reuse  ✓  ✓  ✓  ✓  ✓ 

193 95.27 95.67 95.16 95.56 95.14 95.51 95.43 95.70 95.00 96.04 
194 95.59 95.72 95.06 95.59 95.03 95.51 95.51 95.70 95.11 96.04 
195 95.35 95.75 95.22 95.54 95.00 95.51 95.46 95.72 95.38 96.04 
196 95.40 95.80 95.03 95.54 94.84 95.51 95.46 95.70 95.46 96.04 
197 95.32 95.78 95.27 95.54 95.11 95.51 95.35 95.70 95.14 96.04 
198 95.30 95.75 95.27 95.56 95.40 95.51 95.40 95.67 95.11 96.04 
199 95.32 95.75 95.14 95.56 94.98 95.54 95.32 95.67 94.90 96.04 
200 95.32 95.70 95.30 95.51 95.14 95.54 95.27 95.67 95.16 96.04 
201 95.32 95.70 95.03 95.54 95.08 95.54 95.32 95.70 95.06 96.02 
202 95.43 95.70 95.27 95.51 95.22 95.51 95.24 95.70 95.24 96.04 
203 95.27 95.64 95.35 95.54 95.11 95.51 95.40 95.70 95.22 96.02 
204 95.43 95.64 95.19 95.59 95.30 95.51 95.22 95.72 95.03 96.02 
205 95.38 95.62 95.06 95.56 95.32 95.51 95.46 95.70 95.43 96.02 
206 95.32 95.62 95.38 95.56 95.24 95.48 95.38 95.70 95.19 96.02 
207 95.27 95.59 95.30 95.56 95.16 95.48 95.30 95.70 95.40 96.02 
208 95.51 95.56 95.35 95.56 95.14 95.46 95.43 95.70 95.11 95.99 
209 95.38 95.62 95.27 95.54 95.30 95.46 95.48 95.64 95.16 95.96 
210 95.27 95.62 95.14 95.56 95.30 95.46 95.27 95.64 95.38 95.94 
211 95.43 95.56 95.27 95.54 95.32 95.43 95.38 95.62 95.38 95.91 
212 95.32 95.59 95.16 95.54 95.35 95.46 95.51 95.59 95.32 95.91 
213 95.32 95.62 95.51 95.59 95.14 95.46 95.46 95.56 94.98 95.91 
214 95.22 95.64 95.38 95.59 95.24 95.46 95.35 95.54 95.51 95.88 
215 95.27 95.64 95.27 95.62 95.30 95.46 95.40 95.56 95.16 95.88 
216 95.30 95.64 95.46 95.62 95.30 95.46 95.48 95.56 95.16 95.83 
217 95.35 95.62 95.32 95.62 95.16 95.46 95.48 95.56 95.32 95.86 
218 95.24 95.62 95.46 95.64 95.14 95.46 95.62 95.56 95.46 95.80 
219 95.30 95.62 95.67 95.64 95.24 95.46 95.46 95.56 95.27 95.78 
220 95.30 95.59 95.67 95.62 95.22 95.46 95.43 95.59 95.40 95.80 
221 95.32 95.59 95.40 95.62 95.30 95.46 95.43 95.56 95.08 95.78 
222 95.30 95.59 95.56 95.59 94.98 95.46 95.51 95.54 95.35 95.80 
223 95.32 95.62 95.46 95.62 95.40 95.48 95.62 95.54 95.51 95.80 
224 95.43 95.62 95.43 95.59 95.27 95.48 95.40 95.54 95.22 95.80 
225 95.35 95.62 95.64 95.59 95.27 95.51 95.56 95.56 95.19 95.75 
226 95.27 95.62 95.38 95.56 95.30 95.51 95.62 95.56 95.40 95.75 
227 95.32 95.64 95.54 95.62 95.32 95.51 95.38 95.56 95.19 95.72 
228 95.27 95.62 95.59 95.67 95.30 95.51 95.54 95.54 95.38 95.75 
229 95.27 95.59 95.59 95.67 95.24 95.51 95.38 95.56 95.24 95.72 
230 95.30 95.62 95.56 95.64 95.27 95.51 95.56 95.56 95.48 95.72 
231 95.54 95.56 95.40 95.64 95.30 95.51 95.48 95.56 95.35 95.72 
232 95.56 95.59 95.56 95.62 95.38 95.51 95.46 95.56 95.40 95.75 
233 95.22 95.56 95.51 95.64 95.35 95.51 95.54 95.56 95.32 95.75 
234 95.54 95.59 95.67 95.64 95.24 95.51 95.56 95.56 95.11 95.75 
235 95.40 95.56 95.64 95.64 95.32 95.51 95.62 95.56 95.30 95.72 
236 95.62 95.59 95.46 95.64 95.03 95.51 95.59 95.56 95.24 95.70 
237 95.43 95.56 95.59 95.64 95.19 95.54 95.56 95.59 95.19 95.70 
238 95.40 95.54 95.46 95.67 95.35 95.54 95.56 95.59 95.24 95.72 
239 95.43 95.54 95.32 95.62 95.38 95.54 95.46 95.56 95.32 95.72 
240 95.40 95.56 95.46 95.62 95.24 95.54 95.32 95.62 95.27 95.72 
241 95.46 95.51 95.27 95.62 95.32 95.56 95.51 95.62 95.19 95.72 
242 95.32 95.48 95.56 95.62 95.30 95.56 95.54 95.64 95.56 95.72 
243 95.35 95.48 95.54 95.62 95.40 95.56 95.40 95.67 95.22 95.72 
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 Example 6 Example 7 Example 8 Example 9 Example 10 
Reuse  ✓  ✓  ✓  ✓  ✓ 

244 95.32 95.48 95.48 95.62 95.11 95.54 95.62 95.64 95.35 95.72 
245 95.30 95.48 95.62 95.62 95.48 95.54 95.59 95.64 95.22 95.72 
246 95.51 95.48 95.48 95.62 95.38 95.54 95.51 95.64 95.32 95.72 
247 95.22 95.51 95.46 95.59 95.22 95.51 95.51 95.64 95.38 95.72 
248 95.38 95.51 95.43 95.59 95.32 95.51 95.51 95.64 95.14 95.72 
249 95.67 95.51 95.56 95.59 95.38 95.51 95.62 95.64 95.43 95.72 
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2. Results of recognition rate from Ten trials of Training Bone 
and Proposed Bone with Random Initial Conditions. 

 
 Example 1 Example 2 Example 3 Example 4 Example 5 

Reuse  ✓  ✓  ✓  ✓  ✓ 

0 11.20 11.20 12.00 12.00 11.38 11.38 11.38 11.38 9.78 9.78 
1 23.22 23.22 31.67 31.61 28.14 28.06 27.39 27.34 30.71 30.25 
2 45.24 44.92 52.78 51.52 47.92 47.22 49.04 46.26 54.06 51.68 
3 64.83 62.13 63.55 62.88 64.11 63.44 63.74 63.44 62.03 62.85 
4 71.54 70.66 72.45 72.74 73.17 72.82 74.35 72.02 72.29 72.34 
5 74.48 75.87 70.50 76.14 74.00 75.41 73.04 76.16 75.49 77.02 
6 78.92 80.76 74.96 79.58 78.01 80.38 77.79 80.47 73.81 80.44 
7 82.68 84.29 76.62 81.85 79.45 82.84 77.63 82.47 79.77 83.27 
8 79.69 86.10 76.96 83.73 80.63 84.47 81.93 84.42 73.68 85.09 
9 78.33 87.39 81.72 85.68 77.28 84.87 83.46 86.45 82.12 86.40 
10 82.71 88.56 83.54 87.04 83.56 86.13 82.71 87.31 83.06 87.63 
11 84.87 89.90 82.76 87.60 83.14 87.57 83.59 87.95 78.11 88.32 
12 86.48 90.43 81.64 87.97 81.83 88.13 83.75 89.04 79.93 88.70 
13 86.24 90.89 81.53 88.96 83.86 88.64 83.11 89.34 84.31 89.52 
14 85.33 91.31 86.02 89.68 82.84 88.78 82.18 89.82 77.53 89.87 
15 83.14 91.58 79.82 89.63 80.09 89.34 85.81 90.22 85.36 90.57 
16 82.87 91.82 84.71 90.22 86.02 89.74 81.88 90.30 84.90 91.07 
17 83.67 92.09 84.77 90.86 82.28 90.35 82.34 90.73 85.78 91.23 
18 84.42 92.06 85.49 91.26 83.24 90.38 86.13 91.02 80.49 91.58 
19 84.63 92.25 84.37 91.37 83.46 90.65 83.75 91.29 85.06 91.82 
20 84.34 92.33 86.80 91.85 86.53 90.99 86.93 91.64 84.47 92.22 
21 88.48 92.65 84.15 92.04 86.50 91.42 81.51 91.80 82.58 92.28 
22 84.82 92.57 85.11 92.17 88.08 91.72 87.65 92.25 83.35 92.30 
23 86.80 92.81 85.57 92.44 87.09 91.82 85.94 92.12 85.52 92.62 
24 85.49 93.00 86.56 92.54 87.41 92.12 86.53 92.30 85.11 92.81 
25 85.52 92.73 87.28 92.57 84.85 92.28 82.26 92.36 85.57 92.78 
26 86.83 92.94 88.72 92.70 87.76 92.44 87.57 92.68 83.30 92.73 
27 86.56 93.05 85.30 92.92 87.15 92.46 21.38 92.65 82.79 92.92 
28 85.62 93.00 83.86 92.65 87.20 92.57 86.18 92.49 87.63 93.03 
29 86.42 93.11 82.44 92.73 87.39 92.54 86.58 92.84 84.13 93.11 
30 88.43 93.24 86.02 92.76 87.52 92.89 85.92 92.92 86.80 93.24 
31 88.91 93.37 86.85 93.05 85.92 93.08 88.80 93.13 83.65 93.27 
32 88.51 93.37 86.72 92.92 87.65 93.13 87.31 93.32 88.56 93.35 
33 89.36 93.51 84.82 93.03 88.94 93.27 88.05 93.24 87.41 93.53 
34 87.15 93.67 88.56 93.11 88.16 93.43 89.04 93.21 88.67 93.59 
35 88.46 93.72 85.86 93.27 85.14 93.56 87.28 93.37 89.07 93.51 
36 89.55 93.85 88.27 93.29 88.30 93.56 82.63 93.61 85.70 93.83 
37 89.34 93.85 86.93 93.24 65.63 93.59 89.55 93.64 87.81 93.72 
38 85.20 94.15 87.41 93.32 88.08 93.53 88.54 93.72 88.03 93.88 
39 87.49 94.01 83.24 93.43 86.72 93.59 87.92 93.59 88.05 93.85 
40 83.83 94.07 88.75 93.43 88.48 93.56 87.36 93.75 89.66 93.88 
41 88.99 94.12 77.15 93.40 88.56 93.69 88.72 93.91 86.75 93.85 
42 88.88 94.25 86.99 93.43 89.07 93.80 88.40 93.99 85.52 93.93 
43 87.79 94.17 87.71 93.59 88.54 94.07 88.62 94.04 88.00 93.91 
44 86.13 94.25 87.65 93.61 88.35 94.15 87.39 94.15 86.26 93.91 
45 84.85 94.15 86.93 93.80 89.34 94.23 88.30 94.23 86.88 93.99 
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 Example 1 Example 2 Example 3 Example 4 Example 5 
Reuse  ✓  ✓  ✓  ✓  ✓ 

46 88.05 94.12 88.59 93.93 88.08 94.23 89.98 94.28 83.11 93.99 
47 90.27 94.12 89.39 93.99 85.33 94.33 89.90 94.28 87.09 94.07 
48 84.37 94.20 32.60 93.96 88.51 94.20 88.11 94.33 87.28 94.07 
49 88.13 94.20 86.48 93.99 88.35 94.25 89.76 94.44 88.19 94.15 
50 88.03 94.20 89.52 94.07 89.95 94.23 88.46 94.36 88.88 94.25 
51 82.26 94.20 88.13 94.15 90.27 94.36 86.75 94.49 87.12 94.20 
52 90.06 94.23 86.80 94.17 85.11 94.36 87.17 94.49 87.33 94.20 
53 89.42 94.31 87.25 94.15 87.60 94.44 87.60 94.47 89.26 94.20 
54 91.40 94.39 89.42 94.20 90.70 94.47 88.96 94.44 88.11 94.25 
55 88.03 94.39 89.34 94.23 88.86 94.47 89.36 94.52 87.52 94.33 
56 86.34 94.36 89.58 94.28 88.99 94.60 88.46 94.55 86.02 94.36 
57 89.28 94.47 89.36 94.33 89.23 94.60 90.51 94.68 89.82 94.41 
58 89.68 94.47 86.80 94.47 87.07 94.60 87.87 94.79 89.36 94.31 
59 90.35 94.58 89.93 94.47 87.01 94.63 90.11 94.79 87.76 94.31 
60 88.91 94.63 88.05 94.60 87.65 94.63 89.18 94.74 88.70 94.39 
61 88.13 94.60 83.59 94.63 85.20 94.71 88.56 94.71 84.87 94.47 
62 88.94 94.58 88.72 94.60 87.44 94.71 87.81 94.68 85.97 94.49 
63 87.97 94.58 88.54 94.60 88.83 94.74 88.59 94.74 88.16 94.52 
64 88.38 94.60 86.40 94.58 90.09 94.71 87.71 94.68 88.96 94.49 
65 89.50 94.66 88.46 94.55 89.47 94.79 86.29 94.71 86.56 94.66 
66 82.36 94.66 87.68 94.71 85.73 94.66 90.09 94.74 86.66 94.63 
67 86.69 94.66 89.02 94.63 88.43 94.68 89.07 94.82 88.08 94.63 
68 86.21 94.71 88.00 94.68 88.80 94.74 86.50 94.74 89.60 94.60 
69 91.82 94.74 88.19 94.63 88.72 94.71 87.23 94.82 85.46 94.58 
70 90.06 94.82 89.90 94.60 86.69 94.76 89.50 94.79 87.97 94.63 
71 86.32 94.82 89.28 94.58 88.94 94.79 89.39 94.90 88.40 94.60 
72 88.16 94.82 90.14 94.68 88.21 94.79 89.26 94.90 87.63 94.58 
73 89.55 94.87 88.27 94.82 84.93 94.87 90.70 94.95 88.43 94.60 
74 90.83 94.95 81.85 94.82 88.54 94.84 88.91 95.03 87.73 94.60 
75 88.80 94.98 88.05 94.82 90.22 94.95 89.20 95.03 87.95 94.58 
76 85.94 94.98 88.64 94.79 87.63 94.90 90.51 95.14 86.72 94.55 
77 89.39 94.95 89.07 94.71 86.99 94.95 89.50 95.08 87.47 94.58 
78 89.36 95.03 88.94 94.71 88.51 94.90 88.75 95.08 88.64 94.60 
79 89.68 95.08 89.74 94.76 90.38 94.92 89.74 95.11 85.20 94.49 
80 88.21 95.16 59.51 94.79 88.67 94.95 89.44 95.19 81.64 94.58 
81 88.86 95.19 87.44 94.76 89.90 95.00 88.13 95.24 86.29 94.49 
82 89.23 95.24 89.93 94.66 86.58 94.95 89.63 95.32 85.38 94.55 
83 90.86 95.19 88.43 94.76 81.45 94.98 89.74 95.32 89.39 94.68 
84 43.93 95.24 87.60 94.84 87.79 95.06 87.36 95.24 85.73 94.68 
85 90.22 95.22 89.63 94.87 89.31 95.06 86.50 95.30 89.34 94.71 
86 88.56 95.19 89.85 94.84 89.90 95.03 89.18 95.27 89.76 94.63 
87 85.36 95.24 87.17 94.92 91.05 95.08 88.32 95.30 85.09 94.66 
88 89.52 95.14 88.46 94.98 88.78 95.14 89.71 95.32 89.15 94.68 
89 89.74 95.14 90.41 95.00 87.89 95.22 90.70 95.35 85.20 94.68 
90 90.22 95.22 88.88 95.00 90.94 95.30 87.73 95.38 85.73 94.63 
91 88.30 95.19 86.48 95.00 86.21 95.27 88.00 95.30 86.18 94.63 
92 89.36 95.22 90.70 95.06 90.75 95.22 88.48 95.40 88.91 94.76 
93 89.07 95.32 90.06 95.06 87.68 95.19 89.98 95.51 88.54 94.68 
94 88.46 95.27 90.67 95.03 89.04 95.16 90.97 95.46 87.65 94.74 
95 91.18 95.38 91.66 95.08 88.24 95.22 89.42 95.56 87.73 94.76 
96 90.33 95.32 90.54 95.14 88.32 95.16 90.57 95.54 86.85 94.71 
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 Example 1 Example 2 Example 3 Example 4 Example 5 
Reuse  ✓  ✓  ✓  ✓  ✓ 

97 91.10 95.40 87.95 95.11 88.16 95.27 90.51 95.54 88.40 94.71 
98 88.91 95.32 90.30 95.14 89.42 95.30 88.38 95.54 87.63 94.74 
99 88.96 95.40 88.80 95.14 87.17 95.27 88.99 95.62 86.45 94.84 
100 88.40 95.46 88.67 95.14 86.05 95.24 90.38 95.64 88.75 94.79 
101 89.28 95.46 88.48 95.16 88.27 95.35 91.37 95.59 87.07 94.76 
102 89.90 95.43 91.64 95.16 88.48 95.24 88.05 95.56 88.96 94.84 
103 86.80 95.46 89.47 95.19 89.60 95.27 90.25 95.64 87.57 94.82 
104 90.94 95.54 88.88 95.24 88.56 95.30 88.46 95.64 88.03 94.84 
105 88.27 95.56 85.86 95.22 0.64 95.30 89.52 95.62 86.61 94.82 
106 88.40 95.51 91.07 95.27 89.76 95.27 89.34 95.67 87.52 94.82 
107 90.57 95.48 88.46 95.24 89.26 95.30 89.58 95.64 88.24 94.79 
108 87.55 95.46 89.74 95.24 89.95 95.38 90.25 95.67 87.52 94.84 
109 88.27 95.46 89.34 95.27 88.70 95.40 90.43 95.62 84.71 94.87 
110 90.57 95.48 88.83 95.35 90.75 95.48 90.30 95.67 88.38 94.79 
111 90.43 95.51 90.59 95.38 89.04 95.54 89.34 95.72 88.32 94.90 
112 89.23 95.51 91.18 95.38 90.41 95.59 89.71 95.67 89.36 95.00 
113 88.27 95.54 89.63 95.32 88.11 95.59 90.33 95.80 84.26 94.92 
114 87.36 95.56 87.84 95.35 90.57 95.64 89.68 95.70 86.61 94.95 
115 83.59 95.59 89.50 95.30 88.56 95.56 89.68 95.72 88.72 95.03 
116 91.69 95.59 89.12 95.30 90.78 95.59 88.67 95.70 89.36 95.08 
117 89.76 95.64 91.18 95.30 86.80 95.62 89.47 95.70 88.94 95.08 
118 90.59 95.67 87.01 95.40 89.66 95.64 90.54 95.72 89.66 95.19 
119 89.60 95.62 90.03 95.40 88.27 95.75 90.41 95.72 90.14 95.19 
120 4.97 95.62 90.22 95.32 88.38 95.67 89.82 95.67 89.02 95.16 
121 90.75 95.67 89.39 95.35 88.43 95.70 89.93 95.67 89.93 95.22 
122 88.40 95.67 89.82 95.32 89.71 95.67 88.94 95.70 89.79 95.22 
123 90.67 95.67 91.48 95.40 79.05 95.67 88.83 95.78 86.88 95.24 
124 91.13 95.64 89.74 95.40 91.07 95.67 89.58 95.80 88.24 95.19 
125 90.49 95.80 88.88 95.51 90.25 95.70 81.40 95.78 89.23 95.16 
126 89.90 95.75 88.43 95.43 90.51 95.70 89.87 95.80 90.59 95.22 
127 89.36 95.75 90.30 95.43 91.23 95.75 89.55 95.78 89.10 95.27 
128 90.65 95.80 90.67 95.43 88.27 95.67 90.22 95.75 88.08 95.24 
129 89.26 95.75 90.30 95.46 89.02 95.67 89.87 95.80 89.15 95.24 
130 89.12 95.78 88.75 95.43 90.73 95.72 90.43 95.75 88.83 95.24 
131 89.63 95.80 89.60 95.43 91.42 95.70 91.07 95.72 90.46 95.24 
132 90.06 95.78 87.49 95.48 89.42 95.64 90.49 95.75 89.42 95.24 
133 92.22 95.75 86.99 95.46 91.29 95.70 90.46 95.78 90.59 95.24 
134 90.62 95.86 91.21 95.40 88.88 95.72 89.31 95.78 89.95 95.24 
135 88.91 95.80 88.21 95.43 90.75 95.78 91.07 95.78 84.85 95.24 
136 88.91 95.78 87.76 95.46 90.06 95.75 90.03 95.78 89.68 95.32 
137 88.21 95.78 90.33 95.48 90.41 95.75 91.72 95.78 89.39 95.38 
138 89.66 95.80 89.44 95.46 88.08 95.83 89.93 95.75 86.61 95.40 
139 90.41 95.75 90.51 95.51 89.79 95.80 92.04 95.75 88.67 95.38 
140 90.67 95.78 88.32 95.48 91.37 95.83 90.73 95.78 88.16 95.35 
141 87.57 95.75 85.60 95.48 91.42 95.83 89.44 95.78 87.89 95.38 
142 90.14 95.72 89.82 95.51 91.58 95.86 90.22 95.86 90.57 95.35 
143 90.57 95.78 90.38 95.54 91.05 95.80 91.13 95.88 85.60 95.35 
144 90.54 95.70 89.93 95.48 91.05 95.91 90.86 95.88 89.66 95.32 
145 88.03 95.80 89.26 95.46 91.69 95.88 87.31 95.96 89.87 95.30 
146 91.02 95.80 90.97 95.46 89.52 95.88 88.32 95.86 88.67 95.35 
147 90.06 95.83 90.65 95.51 89.50 95.91 90.22 95.91 88.19 95.32 
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 Example 1 Example 2 Example 3 Example 4 Example 5 
Reuse  ✓  ✓  ✓  ✓  ✓ 

148 87.55 95.80 90.62 95.48 88.38 95.96 89.31 95.94 91.45 95.32 
149 89.90 95.78 90.25 95.48 88.30 95.96 90.94 95.94 90.11 95.38 
150 94.23 95.83 94.33 95.48 93.83 95.94 94.17 96.04 94.49 95.35 
151 94.60 95.75 94.71 95.54 94.25 95.94 94.55 96.02 94.41 95.38 
152 94.82 95.78 94.71 95.59 94.15 95.99 94.58 95.99 94.82 95.38 
153 94.79 95.75 94.95 95.56 94.41 95.91 94.76 96.02 94.87 95.38 
154 95.03 95.80 94.95 95.59 94.66 95.91 94.82 96.07 95.03 95.38 
155 94.84 95.75 95.03 95.59 94.60 95.91 94.58 96.07 95.03 95.46 
156 95.19 95.75 95.32 95.59 94.87 95.94 95.00 96.04 94.95 95.46 
157 95.14 95.83 95.22 95.62 94.74 95.91 95.00 96.04 95.08 95.43 
158 95.14 95.83 95.06 95.56 94.49 95.96 94.84 96.02 94.74 95.46 
159 94.76 95.80 94.84 95.54 94.60 95.94 94.68 95.94 94.66 95.43 
160 95.14 95.80 94.98 95.56 94.84 95.91 94.82 95.91 94.79 95.43 
161 95.35 95.83 95.14 95.59 94.74 95.91 94.92 95.94 94.92 95.48 
162 95.06 95.83 95.24 95.64 94.76 95.91 95.27 95.99 94.90 95.56 
163 95.22 95.83 95.27 95.64 95.03 95.91 95.11 96.02 95.00 95.59 
164 95.14 95.83 95.24 95.64 94.90 95.91 95.00 96.04 94.92 95.59 
165 95.06 95.86 95.19 95.59 94.68 95.96 95.32 95.96 94.92 95.56 
166 95.27 95.86 95.32 95.62 95.08 95.99 95.32 95.96 94.84 95.51 
167 95.19 95.86 95.14 95.64 94.68 95.96 95.08 95.96 94.87 95.48 
168 95.32 95.91 95.48 95.67 94.92 95.96 95.14 95.96 95.00 95.51 
169 95.67 95.91 95.56 95.59 95.03 96.02 95.14 95.96 94.76 95.54 
170 95.70 95.94 95.56 95.59 95.14 96.07 95.22 95.96 94.92 95.54 
171 95.22 95.94 95.54 95.62 94.95 96.02 95.16 96.02 95.00 95.56 
172 95.51 95.94 95.11 95.59 95.06 95.99 95.32 96.10 95.24 95.54 
173 95.40 95.94 95.30 95.59 95.03 95.96 95.30 96.04 95.16 95.56 
174 95.19 95.94 95.46 95.70 95.03 95.94 95.19 96.10 95.03 95.62 
175 95.35 95.94 95.27 95.64 94.98 95.96 95.03 96.04 94.98 95.62 
176 94.95 95.91 95.27 95.70 95.24 95.96 94.92 96.07 94.98 95.54 
177 95.11 95.94 95.38 95.70 95.16 95.96 95.06 96.04 95.06 95.59 
178 95.32 95.88 95.27 95.70 95.00 95.94 95.24 96.02 94.92 95.56 
179 95.11 95.96 95.43 95.70 95.08 95.94 95.03 95.99 95.08 95.59 
180 95.40 95.99 95.48 95.70 95.19 95.94 95.40 95.91 95.08 95.64 
181 95.43 95.94 95.46 95.72 95.27 95.91 95.35 95.91 95.00 95.62 
182 95.35 95.94 95.27 95.75 95.22 95.91 95.43 95.96 94.90 95.67 
183 95.35 95.94 95.59 95.72 95.16 95.88 95.08 95.94 95.27 95.64 
184 95.54 95.96 95.48 95.75 94.98 95.88 95.35 95.96 94.90 95.67 
185 95.72 95.96 95.51 95.72 95.22 95.88 95.22 95.94 94.95 95.59 
186 95.30 95.96 95.48 95.78 95.11 95.86 95.32 95.88 95.22 95.56 
187 95.35 96.02 95.16 95.80 95.00 95.86 95.40 95.88 95.00 95.51 
188 95.43 96.02 95.19 95.80 95.38 95.86 95.38 95.94 94.90 95.51 
189 95.48 96.02 95.40 95.80 95.14 95.83 95.22 95.91 95.11 95.51 
190 95.56 96.04 95.35 95.83 95.30 95.91 95.40 95.96 95.00 95.51 
191 95.72 96.04 95.22 95.86 95.11 95.88 95.40 95.96 95.08 95.48 
192 95.24 96.10 95.32 95.83 95.06 95.83 95.27 95.96 95.11 95.54 
193 95.30 96.10 95.24 95.80 95.32 95.83 95.43 95.91 95.06 95.54 
194 95.19 96.10 95.48 95.83 95.22 95.80 95.83 95.91 95.19 95.56 
195 95.30 96.07 95.51 95.78 95.00 95.80 95.51 95.91 94.98 95.62 
196 95.54 96.15 95.38 95.78 95.19 95.80 95.56 95.94 95.16 95.62 
197 95.40 96.15 95.62 95.80 95.11 95.80 95.38 95.91 95.03 95.56 
198 95.48 96.15 95.14 95.80 95.35 95.83 95.43 95.88 95.40 95.56 
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 Example 1 Example 2 Example 3 Example 4 Example 5 
Reuse  ✓  ✓  ✓  ✓  ✓ 

199 95.27 96.15 95.27 95.78 95.48 95.83 95.48 95.91 95.30 95.56 
200 95.51 96.18 95.19 95.80 95.51 95.83 95.14 95.83 95.54 95.54 
201 95.56 96.18 95.35 95.78 95.22 95.80 95.38 95.80 95.30 95.56 
202 95.40 96.15 95.51 95.72 95.51 95.86 95.35 95.80 95.24 95.56 
203 95.62 96.18 95.43 95.72 95.62 95.86 95.30 95.80 95.30 95.67 
204 95.35 96.15 95.16 95.70 95.46 95.86 95.48 95.75 95.38 95.67 
205 95.64 96.15 95.54 95.70 95.56 95.83 95.30 95.80 95.51 95.67 
206 95.51 96.13 95.43 95.70 95.51 95.83 95.40 95.75 95.30 95.64 
207 95.56 96.13 95.51 95.72 95.43 95.78 95.46 95.72 95.32 95.67 
208 95.56 96.13 95.46 95.67 95.30 95.78 95.40 95.72 95.46 95.70 
209 95.56 96.13 95.46 95.67 95.43 95.75 95.48 95.83 95.30 95.70 
210 95.80 96.10 95.59 95.70 95.32 95.80 95.51 95.83 95.00 95.70 
211 95.40 96.10 95.59 95.70 95.35 95.80 95.24 95.83 95.35 95.70 
212 95.62 96.13 95.43 95.72 95.35 95.80 95.38 95.80 95.43 95.72 
213 95.56 96.13 95.54 95.75 95.30 95.78 95.56 95.80 95.27 95.72 
214 95.59 96.13 95.46 95.72 95.38 95.80 95.46 95.78 95.32 95.70 
215 95.62 96.13 95.43 95.72 95.48 95.78 95.40 95.83 95.38 95.70 
216 95.46 96.07 95.30 95.75 95.08 95.78 95.27 95.83 95.54 95.70 
217 95.70 96.02 95.48 95.78 95.32 95.78 95.43 95.83 95.40 95.70 
218 95.70 96.02 95.30 95.78 95.08 95.75 95.24 95.86 95.59 95.70 
219 95.32 95.99 95.22 95.78 95.06 95.75 95.46 95.86 95.43 95.70 
220 95.59 96.02 95.62 95.78 95.32 95.78 95.54 95.83 95.35 95.67 
221 95.70 96.02 95.38 95.78 95.32 95.75 95.51 95.80 95.40 95.70 
222 95.72 96.02 95.38 95.75 95.38 95.80 95.48 95.80 95.54 95.70 
223 95.62 96.02 95.48 95.75 95.40 95.78 95.56 95.78 95.48 95.64 
224 95.62 96.02 95.64 95.72 95.48 95.78 95.56 95.78 95.32 95.67 
225 95.83 96.04 95.64 95.72 95.32 95.78 95.40 95.78 95.40 95.64 
226 95.75 96.07 95.48 95.72 95.24 95.75 95.54 95.78 95.56 95.64 
227 95.83 96.07 95.56 95.72 95.48 95.75 95.56 95.80 95.35 95.62 
228 95.72 96.07 95.70 95.72 95.35 95.75 95.51 95.80 95.51 95.62 
229 95.62 96.02 95.67 95.70 95.32 95.72 95.35 95.80 95.62 95.62 
230 95.56 96.02 95.54 95.70 95.48 95.72 95.35 95.80 95.46 95.59 
231 95.48 96.02 95.64 95.70 95.30 95.72 95.35 95.80 95.43 95.59 
232 95.80 96.02 95.75 95.72 95.51 95.72 95.56 95.80 95.51 95.59 
233 95.67 96.02 95.56 95.70 95.40 95.72 95.54 95.83 95.32 95.59 
234 95.88 95.99 95.54 95.67 95.54 95.72 95.51 95.83 95.22 95.59 
235 95.75 96.02 95.16 95.64 95.27 95.72 95.51 95.80 95.40 95.59 
236 95.67 95.99 95.46 95.64 95.35 95.72 95.43 95.78 95.22 95.59 
237 95.72 95.99 95.43 95.64 95.43 95.72 95.40 95.78 95.22 95.59 
238 95.62 95.99 95.51 95.62 95.22 95.72 95.22 95.75 95.40 95.59 
239 96.02 96.02 95.59 95.62 95.51 95.70 95.59 95.78 95.35 95.59 
240 95.24 96.02 95.40 95.62 95.00 95.64 95.56 95.78 95.30 95.59 
241 95.80 96.04 95.59 95.62 95.27 95.62 95.43 95.78 95.19 95.59 
242 95.59 96.02 95.54 95.59 95.22 95.62 95.54 95.78 95.43 95.59 
243 95.56 95.99 95.48 95.62 95.14 95.62 95.38 95.78 95.30 95.59 
244 95.64 95.99 95.48 95.59 95.35 95.62 95.43 95.78 95.27 95.59 
245 95.80 95.99 95.48 95.56 95.32 95.64 95.62 95.78 95.22 95.56 
246 95.75 95.99 95.40 95.59 95.40 95.64 95.43 95.78 95.30 95.56 
247 95.75 95.99 95.78 95.59 95.43 95.64 95.46 95.78 95.38 95.59 
248 95.64 95.96 95.43 95.59 95.35 95.64 95.35 95.78 95.22 95.59 
249 95.94 95.96 95.67 95.59 95.16 95.62 95.59 95.78 95.40 95.59 
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 Example 6 Example 7 Example 8 Example 9 Example 10 

Reuse  ✓  ✓  ✓  ✓  ✓ 

0 13.47 13.47 9.30 9.30 9.51 9.51 10.02 10.02 7.91 7.91 
1 26.27 26.59 29.58 28.27 34.10 31.67 30.30 29.88 34.66 32.63 
2 52.86 52.19 49.63 48.90 48.64 47.94 50.40 48.53 51.34 50.35 
3 59.70 62.19 58.20 58.44 60.40 59.57 60.26 60.77 65.74 62.75 
4 68.17 71.03 65.37 67.88 66.92 68.79 72.39 71.73 71.99 72.85 
5 75.36 77.36 74.61 75.92 76.32 76.75 73.22 77.20 78.54 78.11 
6 75.47 80.60 62.21 77.50 77.58 80.84 79.08 81.56 76.35 81.69 
7 77.58 82.98 73.68 81.51 77.95 82.98 81.19 84.02 76.75 84.02 
8 74.51 84.42 78.25 84.55 75.33 85.06 78.17 85.94 73.70 85.30 
9 82.84 86.80 82.76 86.58 79.72 86.66 81.05 86.77 79.13 86.21 
10 82.52 87.68 82.82 87.65 82.28 88.00 80.60 88.03 81.32 87.68 
11 79.24 88.38 84.47 88.67 84.37 89.15 84.47 88.59 85.97 88.75 
12 81.93 89.60 85.03 89.50 79.66 89.55 82.18 89.68 82.02 89.39 
13 79.48 90.25 77.63 89.74 77.28 89.74 83.08 89.76 74.08 90.03 
14 86.96 90.97 83.73 90.06 86.61 90.35 81.88 90.25 83.89 90.62 
15 83.11 91.23 82.26 90.43 85.68 90.67 87.09 90.65 85.49 90.89 
16 86.72 91.34 83.11 91.02 85.14 91.45 84.02 91.15 84.63 91.45 
17 80.47 91.45 83.54 91.07 83.22 91.50 81.67 91.56 85.33 91.85 
18 81.61 91.74 84.37 91.58 80.30 91.82 84.93 91.74 83.73 91.82 
19 88.16 91.88 85.01 91.69 83.70 92.09 83.56 91.66 83.73 91.93 
20 82.20 92.22 81.80 92.01 86.16 92.30 85.28 92.01 83.16 92.12 
21 87.07 92.57 81.24 91.85 86.58 92.49 84.37 92.04 82.39 92.12 
22 85.46 92.60 85.36 92.14 81.83 92.54 86.69 92.12 84.95 92.28 
23 85.68 92.92 83.86 92.38 86.48 92.62 85.49 92.52 83.51 92.52 
24 84.21 93.08 88.88 92.73 84.66 92.81 87.79 92.49 85.49 92.73 
25 85.97 93.27 80.87 92.97 88.51 92.73 84.47 92.65 85.33 92.84 
26 84.66 93.32 85.41 92.84 87.44 93.05 87.47 92.73 87.28 93.08 
27 87.15 93.27 85.25 92.92 88.51 93.08 88.35 92.86 83.59 93.16 
28 83.75 93.48 88.19 93.05 88.27 92.97 88.96 93.08 89.55 93.08 
29 82.55 93.48 86.96 93.27 87.12 93.29 86.75 93.19 87.76 93.32 
30 83.14 93.64 88.40 93.21 88.21 93.45 89.90 93.19 88.62 93.37 
31 82.18 93.80 86.48 93.43 87.01 93.51 88.99 93.32 89.50 93.67 
32 88.35 93.77 85.89 93.48 87.09 93.61 86.24 93.37 89.39 93.85 
33 84.13 93.83 88.32 93.61 88.32 93.91 86.64 93.45 87.84 93.91 
34 89.20 93.96 84.10 93.43 86.96 93.88 88.91 93.56 85.54 94.01 
35 85.54 93.99 87.57 93.53 87.33 93.83 84.95 93.64 85.78 94.04 
36 87.36 94.07 87.68 93.67 89.18 93.99 88.51 93.59 87.63 94.12 
37 88.72 94.01 85.41 93.77 86.96 93.88 85.20 93.64 85.70 94.04 
38 87.28 93.99 88.43 93.91 87.79 93.96 86.05 93.64 89.36 94.01 
39 84.29 94.12 87.09 94.01 88.83 94.01 87.20 93.61 88.80 93.99 
40 85.65 94.12 88.51 94.01 88.03 94.01 88.51 93.61 89.60 94.07 
41 85.41 94.17 87.81 94.15 90.35 94.12 88.67 93.72 89.15 94.25 
42 87.12 94.12 87.81 94.12 86.50 94.15 87.20 93.72 87.39 94.20 
43 86.34 94.17 88.91 94.17 89.44 94.12 87.20 93.75 88.40 94.58 
44 85.97 94.23 88.72 94.41 88.05 94.07 87.31 93.77 87.81 94.63 
45 90.30 94.23 47.49 94.41 89.52 94.15 87.95 93.83 89.31 94.68 
46 88.24 94.39 85.60 94.44 85.30 94.09 84.66 93.88 87.92 94.63 
47 86.32 94.49 89.52 94.49 87.95 94.04 89.71 93.83 85.57 94.58 
48 87.65 94.60 87.92 94.55 87.81 94.09 84.02 93.91 89.82 94.63 
49 87.23 94.60 84.37 94.58 88.56 94.20 88.11 93.91 87.71 94.71 
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 Example 6 Example 7 Example 8 Example 9 Example 10 
Reuse  ✓  ✓  ✓  ✓  ✓ 

50 87.71 94.58 86.00 94.60 85.65 94.33 87.20 93.96 84.42 94.66 
51 85.57 94.60 86.80 94.71 86.50 94.47 88.00 94.01 86.50 94.66 
52 89.04 94.68 89.50 94.63 87.84 94.47 89.26 94.07 87.39 94.71 
53 86.10 94.79 88.43 94.63 88.19 94.52 85.81 94.04 87.73 94.84 
54 85.65 94.76 88.48 94.71 84.55 94.55 87.55 94.12 88.75 94.84 
55 89.68 94.82 86.75 94.55 87.25 94.55 86.93 94.23 87.23 94.87 
56 87.15 94.76 86.93 94.55 87.89 94.58 89.23 94.31 86.26 94.90 
57 87.87 94.79 87.41 94.68 82.50 94.63 85.76 94.25 83.40 94.92 
58 86.02 94.71 86.21 94.74 85.03 94.58 88.96 94.28 88.64 95.08 
59 87.60 94.71 87.01 94.87 87.20 94.52 87.73 94.28 89.07 95.08 
60 86.61 94.76 86.56 94.87 83.65 94.58 88.00 94.31 87.52 94.98 
61 89.76 94.76 87.33 95.00 89.85 94.60 85.60 94.36 88.05 95.03 
62 86.56 94.82 89.60 94.95 88.56 94.66 88.13 94.41 85.94 95.08 
63 84.66 94.82 89.71 94.95 88.75 94.74 88.40 94.36 89.02 95.06 
64 87.12 94.74 90.14 94.95 88.75 94.76 89.66 94.47 89.12 95.14 
65 74.56 94.76 86.91 95.00 88.56 94.84 89.23 94.52 86.96 95.06 
66 88.46 94.82 87.04 94.92 88.08 94.79 87.23 94.55 90.22 95.08 
67 85.36 94.92 86.85 94.98 87.15 94.76 88.86 94.49 14.83 95.11 
68 88.11 95.00 85.86 95.03 87.25 94.76 87.97 94.49 88.19 95.08 
69 88.16 94.92 88.32 94.92 88.00 94.84 90.67 94.55 89.36 95.06 
70 88.64 95.00 90.81 95.06 87.33 94.84 88.94 94.49 87.31 95.00 
71 88.27 94.95 90.14 95.11 89.31 94.87 88.21 94.55 88.21 95.14 
72 87.36 94.92 89.23 95.14 88.96 94.79 90.51 94.60 85.89 95.16 
73 89.42 94.90 88.94 95.08 85.70 94.79 86.37 94.66 87.97 95.22 
74 87.68 94.95 88.46 95.11 88.30 94.82 89.15 94.66 87.52 95.16 
75 87.79 94.90 76.88 95.11 84.82 94.82 89.02 94.71 84.90 95.19 
76 89.28 94.82 85.73 95.08 89.18 94.87 87.73 94.58 83.83 95.24 
77 87.41 94.87 92.28 95.08 89.79 94.84 87.76 94.58 88.54 95.24 
78 87.92 94.87 87.20 95.19 88.96 94.92 88.62 94.60 87.39 95.22 
79 88.75 94.90 87.79 95.14 89.52 94.92 87.20 94.52 90.01 95.35 
80 89.20 94.87 87.33 95.11 89.12 95.00 89.39 94.60 88.35 95.30 
81 88.46 94.90 89.10 95.16 90.83 95.00 88.75 94.68 88.05 95.35 
82 89.42 94.87 88.11 95.03 89.04 94.98 90.11 94.68 89.20 95.32 
83 89.50 94.98 86.16 95.11 88.21 95.00 89.93 94.66 89.52 95.27 
84 86.69 94.98 86.72 95.06 86.02 94.98 89.18 94.66 85.86 95.30 
85 64.64 94.98 87.81 95.08 88.56 94.92 88.67 94.66 86.77 95.32 
86 84.45 94.95 90.01 94.98 89.44 94.98 89.93 94.63 88.78 95.30 
87 89.07 94.92 88.24 95.00 89.42 94.98 87.65 94.68 85.25 95.38 
88 87.71 94.95 89.58 95.03 87.63 95.03 89.55 94.76 88.91 95.38 
89 87.63 94.95 88.38 95.03 89.52 94.98 90.01 94.74 87.81 95.35 
90 89.74 95.00 89.10 95.08 87.52 95.03 88.21 94.79 89.79 95.48 
91 88.72 95.03 88.32 95.03 89.60 95.00 89.10 94.79 87.81 95.35 
92 89.95 95.06 89.12 95.06 87.60 95.06 89.98 94.87 89.31 95.43 
93 84.18 95.16 88.94 95.11 89.15 95.06 88.72 94.87 90.25 95.43 
94 85.70 95.16 86.08 95.11 87.60 95.06 90.38 94.92 87.07 95.48 
95 87.76 95.16 86.77 95.06 87.97 95.11 88.88 94.87 88.13 95.46 
96 89.66 95.08 89.23 95.14 89.50 95.06 88.05 94.87 88.94 95.46 
97 86.77 95.11 89.07 95.16 87.31 95.11 88.67 94.90 89.50 95.51 
98 87.68 95.06 88.56 95.22 89.50 95.06 85.68 94.92 89.55 95.56 
99 90.25 95.03 88.00 95.19 90.67 95.06 88.38 94.95 88.99 95.62 
100 89.63 95.11 88.75 95.24 90.25 95.08 86.80 94.87 88.21 95.62 
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 Example 6 Example 7 Example 8 Example 9 Example 10 
Reuse  ✓  ✓  ✓  ✓  ✓ 

101 89.12 95.19 90.57 95.27 90.73 95.16 89.39 94.95 88.54 95.62 
102 88.75 95.19 88.56 95.24 86.13 95.14 88.78 95.00 88.43 95.62 
103 88.46 95.19 87.92 95.24 89.58 95.14 87.76 94.98 86.58 95.62 
104 89.52 95.22 88.05 95.27 89.76 95.08 89.79 95.06 88.48 95.62 
105 90.35 95.27 89.02 95.24 89.42 95.11 90.25 95.06 89.63 95.70 
106 87.71 95.24 89.36 95.14 90.70 95.06 89.04 95.03 89.23 95.67 
107 88.62 95.30 90.09 95.22 89.28 95.11 89.52 95.03 89.39 95.64 
108 86.21 95.24 89.20 95.16 88.24 95.11 89.31 95.06 87.07 95.67 
109 88.51 95.27 88.72 95.19 88.40 95.08 89.93 95.03 87.73 95.72 
110 88.43 95.24 89.18 95.16 89.52 95.19 86.21 95.03 90.83 95.75 
111 88.80 95.32 89.82 95.16 87.52 95.27 89.68 94.98 90.17 95.80 
112 89.31 95.30 86.83 95.16 87.89 95.27 89.76 94.98 90.62 95.75 
113 87.73 95.30 91.50 95.27 89.95 95.32 87.76 94.98 90.65 95.72 
114 84.50 95.30 89.60 95.30 89.44 95.32 89.39 95.08 87.39 95.75 
115 90.99 95.27 90.22 95.27 89.39 95.27 91.31 95.14 87.25 95.72 
116 88.64 95.27 88.72 95.24 90.70 95.32 89.85 95.19 88.67 95.75 
117 89.52 95.32 90.59 95.35 89.18 95.32 89.26 95.19 88.70 95.78 
118 89.12 95.38 89.76 95.35 90.14 95.38 90.49 95.19 89.20 95.75 
119 89.85 95.38 89.63 95.35 89.39 95.38 88.91 95.11 88.21 95.86 
120 88.91 95.32 90.46 95.35 89.85 95.40 88.70 95.14 90.35 95.80 
121 90.11 95.35 89.95 95.38 89.95 95.38 40.54 95.11 88.99 95.88 
122 87.97 95.32 88.08 95.35 90.51 95.35 89.36 95.16 90.03 95.75 
123 89.85 95.30 91.56 95.30 90.30 95.38 90.59 95.14 90.67 95.83 
124 87.25 95.24 88.27 95.35 89.58 95.35 90.62 95.14 90.62 95.75 
125 88.83 95.24 87.81 95.35 88.13 95.40 90.14 95.16 88.80 95.78 
126 88.40 95.30 90.43 95.35 89.52 95.43 88.24 95.19 81.67 95.75 
127 85.11 95.27 88.46 95.43 91.10 95.35 88.86 95.22 88.13 95.72 
128 90.67 95.27 90.78 95.38 88.80 95.38 87.49 95.30 89.58 95.70 
129 85.41 95.27 89.85 95.43 87.47 95.30 89.26 95.24 90.19 95.72 
130 90.11 95.30 86.75 95.38 89.79 95.30 88.51 95.24 90.41 95.75 
131 89.58 95.30 90.99 95.51 89.71 95.32 89.82 95.22 91.80 95.80 
132 89.10 95.30 88.80 95.54 88.72 95.32 90.03 95.16 90.89 95.83 
133 88.30 95.27 90.41 95.56 89.12 95.35 89.74 95.11 89.23 95.78 
134 88.03 95.30 91.21 95.56 90.33 95.32 90.27 95.16 89.98 95.78 
135 89.68 95.27 90.91 95.56 89.95 95.30 88.96 95.22 91.05 95.80 
136 91.88 95.30 87.89 95.59 88.16 95.27 89.76 95.22 88.30 95.91 
137 88.21 95.40 90.35 95.56 90.01 95.32 89.79 95.19 88.83 95.88 
138 87.81 95.38 86.48 95.62 89.07 95.30 89.07 95.19 88.94 95.88 
139 90.27 95.40 90.67 95.59 87.92 95.35 90.35 95.16 90.65 95.86 
140 90.57 95.43 90.17 95.62 89.93 95.32 83.56 95.16 90.81 95.86 
141 88.75 95.46 89.44 95.67 88.94 95.32 87.76 95.14 88.75 95.88 
142 88.54 95.43 88.03 95.64 89.82 95.35 91.05 95.11 89.74 95.86 
143 91.48 95.46 89.34 95.67 90.57 95.32 88.99 95.08 90.43 95.83 
144 90.19 95.38 93.03 95.56 86.96 95.32 89.18 95.14 87.65 95.80 
145 90.11 95.43 87.76 95.59 90.14 95.38 90.41 95.14 87.49 95.86 
146 87.89 95.43 90.51 95.56 91.58 95.32 88.99 95.08 90.49 95.86 
147 89.87 95.43 91.58 95.56 91.74 95.40 89.85 95.11 89.95 95.88 
148 86.05 95.43 89.02 95.56 90.49 95.51 88.64 95.16 90.38 95.88 
149 90.38 95.43 90.06 95.56 89.79 95.54 89.58 95.08 89.60 95.88 
150 94.33 95.43 94.68 95.70 94.25 95.62 93.99 95.14 94.12 95.88 
151 94.44 95.43 95.00 95.70 94.58 95.62 94.60 95.19 94.47 95.86 
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 Example 6 Example 7 Example 8 Example 9 Example 10 
Reuse  ✓  ✓  ✓  ✓  ✓ 

152 94.79 95.43 95.22 95.70 94.84 95.64 94.44 95.14 94.84 95.83 
153 95.00 95.43 95.48 95.70 94.74 95.62 94.79 95.16 94.55 95.83 
154 95.22 95.54 95.24 95.75 94.87 95.59 94.60 95.19 94.60 95.86 
155 94.98 95.51 95.62 95.75 94.84 95.64 94.79 95.27 94.68 95.88 
156 94.92 95.51 95.59 95.78 94.95 95.70 94.76 95.35 94.52 95.80 
157 94.90 95.54 95.67 95.83 95.19 95.64 95.00 95.38 94.98 95.88 
158 95.08 95.59 95.54 95.83 95.14 95.56 94.92 95.46 94.79 95.83 
159 94.98 95.54 95.62 95.83 95.06 95.59 94.68 95.46 94.55 95.80 
160 94.98 95.54 95.40 95.88 95.22 95.59 95.00 95.51 94.82 95.80 
161 95.11 95.48 95.51 95.91 95.43 95.67 94.82 95.51 94.68 95.80 
162 95.03 95.48 95.56 95.86 95.24 95.67 94.95 95.48 94.95 95.80 
163 94.95 95.51 95.51 95.94 95.40 95.64 94.95 95.62 94.76 95.83 
164 95.11 95.48 95.54 95.91 95.32 95.72 94.92 95.67 94.71 95.83 
165 95.08 95.54 95.59 95.96 95.38 95.75 94.98 95.64 95.14 95.83 
166 95.08 95.56 95.75 95.99 95.19 95.80 94.92 95.70 94.95 95.83 
167 95.14 95.59 95.96 95.96 95.30 95.78 94.95 95.72 95.08 95.88 
168 94.98 95.56 95.91 96.02 95.19 95.83 95.00 95.70 95.19 95.83 
169 95.51 95.54 95.72 96.04 95.32 95.86 94.95 95.70 94.84 95.83 
170 95.06 95.54 95.67 96.04 95.22 95.80 95.16 95.70 95.00 95.83 
171 95.14 95.56 95.43 96.07 95.32 95.78 95.32 95.75 95.32 95.83 
172 95.22 95.62 95.80 96.07 95.54 95.80 95.19 95.70 95.03 95.83 
173 95.19 95.59 95.80 96.07 95.32 95.86 94.98 95.75 94.87 95.70 
174 95.35 95.56 95.86 96.04 95.16 95.86 94.84 95.70 95.03 95.72 
175 95.32 95.59 96.02 96.10 95.30 95.86 94.90 95.72 95.32 95.75 
176 95.35 95.59 95.72 96.13 95.14 95.86 95.16 95.70 95.00 95.75 
177 95.32 95.64 95.99 96.15 94.98 95.86 95.06 95.70 94.98 95.70 
178 95.24 95.70 95.75 96.18 95.11 95.91 94.98 95.72 94.98 95.70 
179 95.03 95.72 95.80 96.18 95.32 95.94 94.66 95.72 94.84 95.62 
180 95.08 95.70 95.78 96.23 95.16 95.94 94.76 95.67 94.84 95.62 
181 95.19 95.70 95.94 96.31 95.35 95.96 94.87 95.67 95.14 95.59 
182 94.98 95.72 95.96 96.23 95.46 95.96 95.16 95.67 95.11 95.56 
183 95.27 95.78 95.67 96.18 95.43 95.99 94.74 95.67 95.08 95.56 
184 95.35 95.78 95.67 96.18 95.30 95.94 94.71 95.67 95.16 95.56 
185 95.22 95.80 96.04 96.18 95.32 95.94 94.84 95.64 95.00 95.56 
186 95.16 95.78 95.62 96.18 95.56 95.94 95.08 95.64 95.19 95.59 
187 95.35 95.83 95.80 96.15 95.48 96.02 94.90 95.70 94.92 95.59 
188 95.40 95.83 95.72 96.13 95.43 95.99 95.08 95.59 95.22 95.59 
189 95.35 95.83 95.83 96.15 95.48 95.91 95.03 95.62 95.22 95.59 
190 95.27 95.83 95.62 96.13 95.48 95.91 94.74 95.59 95.08 95.59 
191 95.51 95.83 95.59 96.15 95.40 95.91 94.79 95.64 95.16 95.62 
192 95.40 95.86 95.54 96.13 95.27 95.91 94.84 95.67 94.98 95.70 
193 95.30 95.86 95.99 96.15 95.38 95.91 94.74 95.64 95.19 95.70 
194 95.46 95.88 95.67 96.13 95.48 95.91 94.92 95.62 95.16 95.70 
195 95.32 95.86 95.72 96.13 95.19 95.86 94.87 95.62 95.16 95.70 
196 95.27 95.88 95.86 96.13 95.22 95.86 94.87 95.62 95.30 95.70 
197 95.11 95.88 95.78 96.13 95.27 95.91 94.71 95.62 95.14 95.72 
198 95.24 95.86 95.62 96.13 95.24 95.86 94.79 95.64 95.16 95.75 
199 95.19 95.86 95.46 96.13 95.22 95.91 94.95 95.64 94.87 95.70 
200 95.14 95.83 95.59 96.15 95.27 95.88 95.00 95.62 95.32 95.75 
201 95.06 95.83 95.54 96.18 95.11 95.86 94.98 95.56 94.95 95.72 
202 95.16 95.83 95.56 96.18 95.32 95.86 94.76 95.56 94.95 95.72 
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 Example 6 Example 7 Example 8 Example 9 Example 10 
Reuse  ✓  ✓  ✓  ✓  ✓ 

203 95.03 95.83 95.56 96.18 95.27 95.86 94.92 95.51 94.90 95.72 
204 95.38 95.83 95.72 96.15 95.51 95.86 94.82 95.51 95.22 95.78 
205 95.24 95.83 95.80 96.18 95.38 95.88 94.76 95.48 95.38 95.80 
206 95.22 95.80 95.72 96.10 95.40 95.86 94.63 95.51 95.35 95.80 
207 95.27 95.78 95.72 96.10 95.35 95.88 94.60 95.48 95.16 95.80 
208 95.38 95.78 95.78 96.10 95.35 95.94 94.74 95.51 95.19 95.80 
209 95.32 95.78 95.62 96.10 95.35 95.91 94.92 95.51 94.87 95.78 
210 95.35 95.78 95.54 96.10 95.24 95.96 94.68 95.51 95.06 95.80 
211 95.03 95.75 95.64 96.10 95.27 95.96 95.43 95.51 95.16 95.83 
212 95.11 95.75 95.56 96.07 95.32 95.91 94.95 95.51 95.14 95.83 
213 95.43 95.75 95.83 96.07 95.46 95.88 95.08 95.51 94.98 95.83 
214 95.35 95.75 95.83 96.02 95.38 95.86 94.95 95.51 95.00 95.80 
215 95.32 95.70 95.70 96.04 95.16 95.86 95.19 95.51 95.14 95.83 
216 95.35 95.70 95.78 96.04 95.38 95.83 95.16 95.51 95.06 95.80 
217 95.40 95.72 95.88 96.02 95.35 95.80 94.87 95.46 95.30 95.78 
218 95.40 95.67 95.67 95.99 95.24 95.78 95.08 95.46 95.32 95.78 
219 95.30 95.67 95.99 96.02 95.54 95.78 94.98 95.46 95.32 95.78 
220 95.24 95.62 95.72 95.99 95.56 95.78 95.06 95.46 94.90 95.80 
221 95.24 95.62 95.86 95.99 95.51 95.75 94.79 95.43 95.14 95.80 
222 95.35 95.64 95.83 96.02 95.30 95.70 94.90 95.46 95.24 95.80 
223 95.32 95.62 95.80 96.02 95.43 95.67 94.90 95.46 95.27 95.80 
224 95.22 95.64 96.07 96.04 95.59 95.67 94.76 95.43 95.19 95.86 
225 95.56 95.62 95.83 96.04 95.27 95.64 94.84 95.43 95.08 95.86 
226 95.24 95.62 95.72 96.04 95.27 95.64 95.11 95.38 95.32 95.86 
227 95.32 95.62 95.56 96.04 95.27 95.67 94.87 95.40 95.00 95.83 
228 95.35 95.62 95.83 96.04 95.43 95.67 95.06 95.35 95.06 95.83 
229 95.27 95.62 95.80 96.02 95.32 95.67 94.92 95.35 95.27 95.86 
230 95.22 95.62 95.75 96.02 95.40 95.72 94.92 95.35 95.06 95.88 
231 95.56 95.59 95.78 96.04 95.22 95.72 94.82 95.38 95.32 95.88 
232 95.51 95.59 96.02 96.07 95.54 95.70 94.98 95.40 95.35 95.88 
233 95.30 95.62 95.96 96.07 95.62 95.70 94.68 95.38 95.35 95.91 
234 95.35 95.59 96.07 96.07 95.40 95.70 95.16 95.40 95.30 95.91 
235 95.35 95.62 95.88 96.10 95.46 95.70 95.11 95.40 95.22 95.91 
236 95.48 95.64 96.02 96.10 95.32 95.70 94.95 95.40 95.03 95.91 
237 95.62 95.64 95.88 96.10 95.24 95.70 94.71 95.40 95.08 95.91 
238 95.38 95.67 95.80 96.10 95.38 95.75 94.84 95.40 95.22 95.91 
239 95.16 95.67 95.91 96.10 95.40 95.75 95.14 95.40 95.11 95.88 
240 95.46 95.67 95.88 96.10 95.38 95.75 94.87 95.40 95.27 95.88 
241 95.48 95.70 95.94 96.10 95.70 95.78 94.95 95.35 95.16 95.86 
242 95.43 95.70 95.88 96.10 95.35 95.75 94.71 95.35 95.24 95.86 
243 95.38 95.70 95.94 96.10 95.56 95.75 95.06 95.35 95.24 95.86 
244 95.38 95.70 95.80 96.10 95.38 95.75 94.92 95.35 94.74 95.86 
245 95.51 95.70 96.07 96.10 95.46 95.75 94.92 95.35 95.35 95.86 
246 95.38 95.70 95.94 96.10 95.27 95.70 95.08 95.35 95.08 95.86 
247 95.32 95.70 95.99 96.10 95.59 95.70 94.76 95.30 95.08 95.86 
248 95.40 95.70 95.99 96.10 95.35 95.67 94.98 95.30 95.08 95.86 
249 95.48 95.70 95.83 96.10 95.38 95.72 95.08 95.30 95.30 95.78 
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3. The remaining six comparison graphs of recognition rate 
for Joint and Proposed Joint across each training sessions 
with random initial conditions. 
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4. The remaining six comparison graphs of recognition rate 
for Bone and Proposed Bone across each training sessions 
with random initial conditions. 
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5. Heatmap’s results on re-evaluation on default (35 cases) 
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