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1.1 Theoretical analysis of chemical reactions 

1.1.1 Schrödinger equation 

Chemical reactions are ubiquitous in our surroundings, such as combustion, biological 

phenomena, and so on. Chemical reactions are phenomena where one or more chemical substances 

are transformed into others (1). Understanding and controlling chemical reactions are important to 

design new chemical reactions for drug discovery and the development of functional materials. 

Reaction mechanisms were conventionally elucidated by experimental studies. In recent years, the 

importance of theoretical calculations has increased, since they can deal with the microscopic motions 

of atoms (2-5). 

In quantum mechanics, chemical reactions are described as the motion of nuclei and 

electrons governed by the following Schrödinger equation shown in Equation (1.1) and (1.2) (6,7) 

𝑖ℏ
𝜕

𝜕𝑡
Ψ(𝐫, 𝐑, 𝑡) = 𝐻̂Ψ(𝐫, 𝐑, 𝑡) (1.1) 

𝐻̂ = −∑
1

2
∇𝑖
2

𝑛

𝑖=1

−∑
1

2𝑀𝐼
∇𝐼
2

𝑁

𝐼=1

−∑∑
𝑍𝐼
𝑟𝑖𝐼

𝑁

𝐼=1

𝑛

𝑖=1

+∑∑
1

𝑟𝑖𝑗

𝑛

𝑗>𝑖

𝑛

𝑖=1

+∑∑
𝑍𝐼𝑍𝐽
𝑟𝐼𝐽

𝑁

𝐽>𝐼

𝑁

𝐼=1

. (1.2) 

In the equations, ℏ is Planck constant and equal to 1 in atomic unit. 𝑡 is time. 𝑛 and 𝑁 are the number 

of electrons and the number of nuclei. 𝑖 and 𝑗 are the indices of electrons, and 𝐼 and 𝐽 are indices of 

nucleus, respectively. 𝑍𝐼 and 𝑍𝐽 are atomic number of 𝐼-th and 𝐽-th nuclei, respectively. 𝑟𝑖𝑗, 𝑟𝑖𝐼, and 
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𝑟𝐼𝐽 represent the distances between the 𝑖-th electron and 𝑗-th electron, that between the 𝑖-th electron 

and 𝐼 -th nuclei, and that between the 𝐼 -th nuclei and 𝐽 -th nuclei, respectively. 𝐫 =

(𝑥1, 𝑦1, 𝑧1, ⋯ , 𝑥𝑛, 𝑦𝑛, 𝑧𝑛)
T and 𝐑 = (X1, Y1, Z1, ⋯ , XN, YN, ZN)

T are the positions of the electrons and 

nucleus, respectively. Ψ(𝐫, 𝐑, 𝑡)  is the wave function of the electrons and nucleus. ∇𝑖  and 

∇𝐼  correspond to the differential operator for the 𝑖 -th electron and 𝐼 -th nuclei, and are equal to 

(
𝜕

𝜕𝑥𝑖
,
𝜕

𝜕𝑦𝑖
,
𝜕

𝜕𝑧𝑖
)
T

  and (
𝜕

𝜕𝑋𝐼
,
𝜕

𝜕𝑌𝐼
,
𝜕

𝜕𝑍𝐼
)
T

 , respectively. 𝐻̂  is the Hamiltonian, where the first term 

represents kinetic energy of the electrons, the second term represents the kinetic energy of the nucleus, 

the third term represents the interaction energy between the electrons and nuclei, the fourth term 

represents the repulsion energy between two electrons, and the fifth term represents the repulsion 

energy between two nuclei, respectively. 

If one can solve this equation, the mechanisms of chemical reactions can be understood 

completely. However, the equations for actual molecular systems are too complex to solve analytically. 

Therefore, various theories and computational methods have been developed to obtain approximate 

solutions. 

 

1.1.2 Born-Oppenheimer approximation 

The Born-Oppenheimer approximation (8) is one of the most important approximations 

underlying various computational methods. Let’s start with the following equations about the time-

independent Schrödinger equation for electrons 

𝐻̂𝑒𝜓𝑚(𝐫; 𝐑) = 𝐸𝑚(𝐑)𝜓𝑚(𝐫; 𝐑) (1.3) 
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𝐻̂𝑒 =  −∑
1

2
∇𝑖
2

𝑛

𝑖=1

−∑∑
𝑍𝐼
𝑟𝑖𝐼

𝑁

𝐼=1

𝑛

𝑖=1

+∑∑
1

𝑟𝑖𝑗

𝑛

𝑗>𝑖

𝑛

𝑖=1

+∑∑
𝑍𝐼𝑍𝐽
𝑟𝐼𝐽

𝑁

𝐽>𝐼

𝑁

𝐼=1

. (1.4) 

In the equations, 𝐻̂𝑒 is the Hamiltonian for electrons, 𝑚 is the index for the eigenstate, and 𝜓𝑚(𝐫; 𝐑) 

and 𝐸𝑚(𝐑) correspond to the 𝑚-th eigenfunction and eigenenergy of the 𝐻̂𝑒. 𝜓𝑚(𝐫; 𝐑) satisfies the 

orthonormality condition shown in the following equation, 

∫ ⋯
∞

−∞

∫ 𝑑𝐫
∞

−∞

 𝜓𝑙
∗(𝐫; 𝐑)𝜓𝑚(𝐫; 𝐑) = 𝛿𝑙𝑚, (1.5) 

where 𝛿𝑙𝑚 is Kronecker delta. If a set of eigenfunctions is complete, the wave functions for electrons 

and nucleus Ψ(𝐫,𝐑) can be expressed as a linear combination of eigenfunctions 𝜓𝑚(𝐫; 𝐑) as follows, 

Ψ(𝐫, 𝐑, 𝑡) = ∑ 𝜓𝑚(𝐫; 𝐑)

∞

𝑚=0

𝜒𝑚(𝐑, 𝑡), (1.6) 

where 𝜒𝑚(𝐑, 𝑡) is the coefficient of the linear combination and correspond to the wave function of 

the nucleus. Substituting Equation (1.6) into Equation (1.1), multiplying 𝜓𝑙
∗(𝐫; 𝐑) from the left and 

integrating over 𝐫, the following equation is obtained. 

𝑖ℏ
𝜕χ𝑙
𝜕𝑡
(𝐑, 𝑡) = (−∑

1

2𝑀𝐼
∇𝐼
2

𝑁

𝐼=1

+ 𝐸𝑙(𝐑))𝜒𝑙(𝐑, 𝑡)

− ∑ (∑
1

2𝑀𝐼
∫𝑑𝐫 𝜓𝑙

∗(𝐫, 𝐑)∇𝐼
2𝜓𝑚(𝐫, 𝐑)

𝑁

𝐼=1

)

∞

𝑚=0

𝜒𝑚(𝐑, 𝑡) (1.7)

− ∑ (∑
1

𝑀𝐼
∫𝑑𝐫 𝜓𝑙

∗(𝐫, 𝐑)∇I𝜓𝑚(𝐫, 𝐑)∇I

𝑁

𝐼=1

)

∞

𝑚=0

𝜒𝑚(𝐑, 𝑡).

 

When neglecting the second term of the right-hand side in Equation (1.7), the equation represents 

the Schrödinger equation for the dynamics of nuclear wave packet 𝜒𝑙(𝐑, 𝑡)  in which 𝐸𝑙(𝐑)  is 

regarded as the potential energy. In this sense, 𝐸𝑙(𝐑) is called potential energy surface (PES) with the 

coordinates of nuclei as parameters (9). The PES for the lowest eigenenergy (𝑙 = 0) is called the PES 
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for the ground state. In fact, however, the nuclear wave packet on one PES can move to another PES 

due to the existence of the second term. The effect of the second term is important only when multiple 

PESs get close and can be ignored in the ground state dynamics. This approximation is called the 

Born-Oppenheimer (BO) approximation (8). Under the BO approximation, a chemical reaction is 

represented as the dynamics of a nuclear wave packet on the single PES as described above. There 

are mainly two theories to solve Equation (1.3), the wave function theory based on the Hartree-Fock 

approximation (10), and the density functional theory based on the Kohn-Sham equation (11,12).  

 

1.1.3 Classical limit 

Since the mass of nuclei is usually large than electron, the quantum effect of nucleus can 

be ignored. By applying classical limit to the Schrödinger equation, (7) the following equations of 

motion are obtained. 

{
 
 

 
 𝑑𝑄𝐼

𝑑𝑡
=
𝜕𝐻𝑐𝑙
𝜕𝑃𝑋𝐼

𝑑𝑃𝑄𝐼
𝑑𝑡

= −
𝜕𝐻𝑐𝑙
𝜕𝑄𝐼

(𝑄 = 𝑋, 𝑌, 𝑍, 𝐼 = 1 − 𝑁) (1.8)

𝐻𝑐𝑙 =∑
𝑃𝑄𝐼
2

2𝑀𝐼

𝑁

𝐼=1

+ 𝐸𝑙(𝐑). (1.9)

 

These equations are called Hamilton’s canonical equations of motion (13). In the equations, 𝑄𝐼 (𝑄 =

𝑋, 𝑌, 𝑍)  is the position of 𝐼 -th nucleus and 𝑃𝑄𝐼  is the momentum corresponding to 𝑄𝐼 . 𝐻𝑐𝑙  is the 

classical Hamiltonian. These equations represent a classical motion of nuclei on the PES. Ab initio 

molecular dynamics (AIMD) (14,15) is one of the most popular methods to simulate classical motions 

of nuclei on the PES. In the AIMD calculations, gradient calculations based on quantum chemical 
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calculations and the update of the velocity and geometries are repeated. As a result, a series of 

geometries called a trajectory is obtained. 

 

1.1.4 Transition State Theory 

In contrast to the above-mentioned picture that treats the dynamics of nuclei on the PES 

explicitly, reaction kinetics is a picture that treats chemical reactions as the time evolution of the 

concentration of each chemical species, ignoring the detailed motion of nuclei (16,17). In the picture 

of reaction kinetics, the reaction rate is very useful concept, which is defined as the change in 

concentration per unit time. When the reaction rate is proportional to the concentration of power to 

𝑑, it is called the 𝑑-th order reaction, and the coefficient is called the rate constant. Rate constants are 

often computed from the experiment. To simulate chemical reactions kinetically, one needs a theory 

to estimate rate constants based on quantum chemical calculations. Transition state theory (TST) (18) 

has enabled the computation of the rate constant without using any experimental parameters. TST 

treats the dynamics of chemical reactions statistically, rather than explicitly to estimate the rate 

constant from the PES information alone. 

In TST, two assumptions are introduced. One is non-recrossing assumption. In this 

assumption, a concept termed a transition state (TS) is defined. TS is a hyperplane that divides phase 

space into reactant region and product region. The non-recrossing assumption assumes that once 

trajectories from the reactant region cross TS to the product region, they never return to the reactant 

region. The other is the quasi-equilibrium assumption, which assumes that the thermal equilibrium 
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between is satisfied in the reactant region. Based on these two assumptions, a rate constant is 

estimated based on the following equation. 

𝑘 =
𝑘𝐵𝑇

ℎ

𝑄𝑇𝑆
𝑄𝑅

exp (−
𝛥𝛥𝐸

𝑘𝐵𝑇
) . (1.10) 

In Equation (1.10), 𝑘 is the rate constant, 𝑘𝐵 is Boltzmann’s constant, 𝑇 is temperature, ℎ is Planck 

constant, and 𝑄𝑇𝑆 and 𝑄𝑅 are the distribution functions for TS and reactants, respectively. 𝛥𝛥𝐸 is the 

potential energy difference between the reactant region and TS. Reactant region and TS are usually 

characterized by minimum (MIN) on the PES and first-order saddle point on the PES. 𝑄𝑇𝑆 and 𝑄𝑅 

are also estimated based on the harmonic approximation for those points. Once the rate constants are 

obtained, chemical reactions can be simulated by solving the resulting rate equations.  

 

1.1.5 Geometry Optimization 

As mentioned above, a reactant MIN and TS is necessary to evaluate rate constants by TST. 

Geometry optimization is a numerical calculation method to optimize these stationary points (19). 

The most of the optimization methods solve the following equation numerically. 

∇V(𝐑) = 𝟎, (1.11) 

where V(𝐑) represents the PES and corresponds to 𝐸0(𝐑) for the ground state case. This equation 

indicates the gradient is zero vector, which should be satisfied at stationary points. One of the most 

basic optimization methods is Newton method (19). Newton method applies harmonic approximation 

at each optimization step and repeats to move to the stationary point on the approximate harmonic 

potential based on the following equation. 
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𝐑𝑖+1 = 𝐑𝑖 − 𝐇
−1∇V(𝐑𝑖), (1.12) 

Here, 𝐇 is Hessian. The optimization can be performed by repeating above step until the norm of 

gradient falls below a certain threshold. To reduce the computational cost of Hessian calculations, 

there are so-called quasi-Newton methods such as BFGS method (20-23), in which Hessian at one 

step is approximated using the gradient and potential energy at previous steps. In addition, Other 

methods such as the Rational function optimization (24) method and the Trust Radius (25) method 

are also effective. 

 

1.1.6 Normal mode analysis 

Normal mode analysis is (26) an operation to characterize MINs or TSs obtained by 

geometry optimizations. Normal mode analysis starts with the following Schrödinger equation under 

the harmonic approximation. 

𝐇𝑚𝑤 = 𝐌−
1
2𝐇𝐌−

1
2 (1.14)

𝐌−
1
2 =

(

 
 
 
 
 
 
 
 
 
 
𝑀1
−
1
2

𝑀1
−
1
2 𝑂

𝑀1
−
1
2

⋱

𝑀𝑁

−
1
2

𝑂 𝑀𝑁

−
1
2

𝑀𝑁

−
1
2)

 
 
 
 
 
 
 
 
 
 

(1.15)
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𝐏−1𝐇𝑚𝑤𝐏 =

(

 
 
 
 
 
 
 
 
 

0
0

0 𝑂
0

0
0

𝜆1
𝜆2

𝑂 ⋱
𝜆3𝑁−7

𝜆3𝑁−6)

 
 
 
 
 
 
 
 
 

(1.16) 

𝐏 = (𝐥1, ⋯ , 𝐥6, 𝐯1, ⋯ , 𝐯3𝑁−6) (1.17) 

In the equations, 𝐏 is an orthogonal matrix which diagonalize the mass-weighted Hessian 

𝐇𝑚𝑤 . 𝐥1, ⋯ , 𝐥6  are eigenvectors corresponding to the six translational and rotational modes, and 

𝐯1, ⋯ , 𝐯3𝑁−6  are the other eigenvectors and usually called normal modes. Next, the following 

coordinate transformation 

𝐗 = 𝐏−𝟏𝐌
1
2𝐑 (1.18) 

𝐌
1
2 =

(

 
 
 
 
 
 
 
 
 
 
𝑀1

1
2

𝑀1

1
2 𝑂

𝑀1

1
2

⋱

𝑀𝑁

1
2

𝑂 𝑀𝑁

1
2

𝑀𝑁

1
2)

 
 
 
 
 
 
 
 
 
 

. (1.19) 

These equations are substituted into equation (1.13) to give the following equations. 

(∑ ℎ̂𝑣(𝑋𝑣)

3𝑁−6

𝑣=1

)𝜙𝑢(𝐗) = 𝐸𝑢
𝑣𝑖𝑏𝜙𝑢(𝐗) (1.20) 

ℎ̂𝑣(𝑋𝑣) = −
1

2

𝜕2

𝜕𝑋𝑣2
+
1

2
𝜆𝑣𝑋𝑣

2. (1.21) 

These equations indicate that the nuclear dynamics can be represented as 3𝑁−6 independent harmonic 
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oscillators. Here, ℎ̂𝑣 indicates the Hamiltonian for the 𝑣-th normal mode. The eigenenergy for the 

following equation 

ℎ̂𝑣𝑓𝑠𝑣(𝑋𝑣) = 𝜖𝑠𝑣𝑓𝑠𝑣(𝑋𝑣) (1.22) 

is represented by the following equations. 

𝜖𝑠𝑣 = (𝑠𝑣 +
1

2
)ℏ𝜔𝑣 (1.23)

𝜔𝑣 = √𝜆𝑖 (1.24)

 

Here, 𝑠𝑣 is the index for the vibrational eigenstate for ℎ̂𝑣, 𝑓𝑠𝑣(𝑋𝑣) and 𝜖𝑠𝑣 are the wavefunction and 

eigenenergy for the 𝑠𝑣-th vibrational eigen state, and 𝜔𝑣 is the angular frequency for the 𝑣-th normal 

mode. By using 𝜖𝑠𝑣 and 𝑓𝑠𝑣(𝑋𝑣), 𝐸𝑢
𝑣𝑖𝑏 and 𝜙𝑢(𝐗) are represented as follows. 

𝐸𝑢
𝑣𝑖𝑏 = ∑ 𝜖𝑠𝑣

3𝑁−6

𝑣=1

(1.25) 

𝜙𝑢(𝐗) = ∏ 𝑓𝑠𝑣(𝑋𝑣)

3𝑁−6

𝑣=1

. (1.26) 

By using 𝐸𝑢
𝑣𝑖𝑏 the vibrational partition function (26) can be computed as follows. 

𝑄𝑣𝑖𝑏 = ∑exp(−
𝐸𝑢
𝑣𝑖𝑏

𝑘𝐵𝑇
)

𝑢=0

. (1.27) 

The partition function can be used to estimate the rate constants based on TST. Once the partition 

function is obtained, various thermodynamical properties such as free energy can be obtained (26). 

In addition, the normal mode analysis is used to judge whether the optimized stationary 

point is MIN, TS or the others by checking the number of negative eigenvalues (the number of 

imaginary frequencies). MIN has no negative eigenvalues (no imaginary frequencies), TS has one 

negative eigenvalue (one imaginary frequencies). The stationary points with more than two negative 
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eigenvalues correspond to higher order saddle points.  

 

1.1.7 Reaction Path 

As mentioned above, chemical reactions can be described as classical motions of nuclei on 

the PES, and there are innumerable possibilities of classical trajectories from reactants to products. 

The concept of a reaction path is introduced as a single pathway on the PES connecting reactants 

(intermediates) and products (intermediates) representing ensemble of trajectories. There are various 

definitions exist, and the most widely used definition is the intrinsic reaction coordinate (IRC) (27-

29). An IRC path is defined as the steepest descent path from TS in the mass-weighted coordinate 

and satisfies the following equation 

𝑑𝐐

𝑑𝑠
=

{
 
 

 
 −

𝐠

|𝐠|
(𝑠 > 0)

𝐯1 (𝑠 = 0)
𝐠

|𝐠|
(𝑠 < 0)

. (1.28) 

Here, 𝐐  is mass-weighted cartesian coordinate of nuclei, and 𝑠  represents the reaction coordinate 

along the IRC path. 𝐠  is the mass-weighted gradient vector, and 𝐯1  is the normal mode vector 

corresponding to the negative eigenvalue. Numerical methods such as LQA method (30), give an IRC 

path that connects two MINs via a TS (Figure 1.1). The IRC path has played an important role in the 

theoretical analysis of chemical reactions to investigate the structural and energy changes associated 

with elementary processes (29). 
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Figure 1.1. A schematic picture of an intrinsic reaction coordinate path on the potential energy surface.  

 

1.1.8 Reaction Path Network 

In the TST and IRC-based picture described above, chemical reactions are described as 

transitions from a MIN to another MIN. Usually, there are a lot of MINs on the PES corresponding 

to reactants, products, and intermediates, which are connected by the IRC paths. To understand the 

whole chemical reaction, all MINs and IRC paths on the PES should be considered. A reaction path 

network (31) is introduced to understand chemical reactions based on the network theory. In a reaction 

path network, the MINs on the PES are represented as nodes and IRC paths as edges (Figure 1.2). A 

reaction path network can be constructed if all MINs and TSs on the PES is obtained. By computing 

rate constants for IRC paths in the network based on TST, the following rate equations are obtained.  
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𝑑𝐩

𝑑𝑡
= 𝐊𝐩 (1.29)

𝐩 = ([0], [1],⋯ [𝑁MIN])
T (1.30)

(𝐊)𝑎𝑏 = {
− ∑ 𝑘𝑎𝑐

𝑁MIN

𝑐

(𝑎 = 𝑏)

𝑘𝑏𝑎(𝑎 ≠ 𝑏)

, (1.31)

 

where 𝑁MIN is the number of MINs on the PES, 𝐩 is a vector with the concentration of each MIN 

[0], [1],⋯ [𝑁MIN] as elements, 𝐊 is the rate constant matrix and 𝑎, 𝑏, and 𝑐 represent the index of 

MIN. 𝑘𝑎𝑐 and 𝑘𝑏𝑎 are the rate constant for the elementary process from the 𝑎-th MIN to the 𝑐-th MIN 

and that for the elementary process from the 𝑏-th MIN to the 𝑎-th MIN. The chemical reaction can 

be simulated by integrating Equation (1.29) and investigating the time evolution of [0], [1],⋯ [𝑁MIN]. 

Numerical integration algorithms, such as the Runge-Kutta method, are available to solve this 

equation. However, in general, reaction path networks include both fast processes such as 

conformational changes, and slow processes such as bond cleavages which make the equation 

difficult to solve numerically. To solve this problem, a method called the rate constant matrix 

contraction (RCMC) method was developed (32). 
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Figure 1.2. A schematic picture of a reaction path network. Nodes and edges represent minima and 

intrinsic reaction coordinate paths. 

 

1.1.7 Automated reaction path search 

To predict chemical reactions based on theoretical calculations accurately, exhaustive 

search of all the MINs and TSs on the PES is necessary. However, this is extremely difficult to achieve. 

The simplest approach is constructing the full-dimensional PES by solving Equation (1.3) for all 

possible 𝐑 to obtain 𝐸𝑚(𝐑). But its computational cost increases exponentially as 𝑁 increases, and 

this approach is not practical for actual molecular systems. Another approach is geometry 

optimizations from randomly generated structures (33), which has no guarantee of exhaustiveness. 

One solution to this problem is to develop a method to find all reaction paths starting from a given 
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MIN. Repeating this method to newly obtained MINs finally gives a reaction path network 

automatically. This concept is called the automated reaction path search (34). The anharmonic 

downward distortion following (ADDF) method (35-37) was the first method to achieve this. The 

ADDF method traces the point where the difference between the approximate harmonic potential and 

the actual PES is maximum. Currently, there are several automated reaction path search methods exist, 

such as the growing string method (38), AutoMeKin2021 (39), the artificial force induced reaction 

(AFIR) method (40,41), and so on. 

Here, the detail of the AFIR method which is mainly used through this thesis is explained. 

The AFIR method was developed by Maeda and Morokuma in 2010 (40) and is applicable to larger 

molecular systems compared to the ADDF method. The concept of the AFIR method is inducing 

chemical reactions by applying pushing or pulling force to a molecule. In the actual AFIR calculations, 

the following function called the AFIR function is minimized to trace a reaction path. 

𝐹(𝐑) = 𝑉(𝐑) + 𝜌𝛼
∑ ∑ 𝜔𝐼𝐽𝑟𝐼𝐽𝐽∈𝐵𝐼∈𝐴

∑ ∑ 𝜔𝐼𝐽𝐽∈𝐵𝐼∈𝐴
. (1.32) 

Here, 𝐴 and 𝐵 are the fragments to which the artificial force is applied. The second term represents 

the force that pulls apart or pushes together 𝐴 and 𝐵. ρ is the sign of the force and is set to either 1 

(push) or -1 (pull). 𝜔𝐼𝐽 is a weight function defined by  

𝜔𝐼𝐽 = [
𝐷𝐼 + 𝐷𝐽
𝑟𝐼𝐽

]

6

, (1.33) 

where 𝐷𝐼  and 𝐷𝐽  are the covalent radii of the 𝐼-th and 𝐽-th atoms, respectively. 𝛼 is a parameter 

representing the strength of the force, defined by 



 

                         1. General Introduction 

𝛼 =
𝛾

[2−
1
6 − (1 + √1 +

𝛾
𝜖)

−
1
6

]𝑅0

, (1.34)

 

where R0 and ε are the Leonard–Jones parameters for Ar–Ar, which are 3.8164 Å and 1.0061 kJ mol-

1, respectively. In the standard procedure of the AFIR method, the minimization of 𝐹(𝐑) from the 

initial structure is performed to obtained so-called the AFIR path. Next, TS optimization from the 

energy maximum of the obtained AFIR path is performed, and the IRC path is calculated from the 

obtained TS. 

The single component (SC)-AFIR method (42) is a method to yield a reaction path network 

based on the AFIR method. In order to search for reaction paths around the input molecule, the SC-

AFIR method enumerates all combinations of atom pairs in the molecule, defines fragments 𝐴 and 𝐵 

for the obtained atom pairs automatically, and applies the AFIR method. By repeating this operation 

the newly obtained MINs, the SC-AFIR method yields a reaction path network. The SC-AFIR method 

has been applied to various systems to construct reaction path networks (43-46). 

In summary, ab initio prediction of chemical reactions has become possible by combining 

various approximations such as BO approximation, the classical limit, and TST, and various 

computational methods such as geometry optimization techniques, the normal mode analysis, and 

automated reaction path search and the kinetic analysis of reaction path networks (Figure 1.3).  
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Figure 1.3. An overview for theoretical analysis of chemical reactions.  

 

1.2 Dynamical Bifurcations 

1.2.1 Dynamic effects of nuclei 

As mentioned above, analyses based on reaction path networks are based on various 

approximations. Therefore, various effects are ignored, and it is sometimes important to incorporate 

these effects in some cases. For example, the BO approximation neglects the effect of nonadiabatic 

transitions through multiple PESs, which is important for the non-radiative decay processes after 

photoexcitation (47). The quantum effect of nuclei is also neglected in the picture of classical 

mechanics, which becomes important for light atoms such as hydrogen (48). 

The main focus of this thesis is the effect of nuclear momentum (49, 50), which is ignored 
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in the kinetics based on TST and IRC. This effect is important when the two assumptions of TST are 

not satisfied, or when the IRC path does not represent actual molecular motion. For example, there is 

a report that the quasi-equilibrium assumption is not satisfied in a hydroboration reaction and TST 

fails to estimate the reaction selectivity quantitatively (51). There is also another report for an SN2 

reaction that actual molecular dynamics trajectories deviate from the IRC path at the highly curved 

region (52). 

 

1.2.2 Dynamical bifurcations 

Dynamic bifurcation is a phenomenon in which nuclear dynamic effects have the greatest 

impact on reaction selectivity (53,54). In dynamical bifurcations, an ensemble of trajectories passing 

through a single TS bifurcates to multiple product MINs. Figure 1.4 shows two PESs in which 

dynamical bifurcations occur, and a PES in which a dynamical bifurcation does not occur. Figure 

1.4a shows a symmetrical PES in which a dynamical bifurcation occurs from TS1. In this case, it is 

obvious that an ensemble of trajectories passing through TS1 bifurcates to P1 and P2 at a ratio of 

0.5:0.5. Figure 1.4b shows a slightly asymmetrical PES. In this case, an ensemble of trajectories still 

bifurcates to P1 and P2, though the branching ratio is no longer 0.5:0.5. Figure 1.4c shows a case for 

a highly asymmetrical PES. In this case, dynamical bifurcations do not occur on the PES and 

trajectories only reach P1. In asymmetrical cases like Figure 1.4b, dynamical bifurcations cannot be 

discussed based on the IRC approach since an IRC path is a single reaction path via a TS and does 

not bifurcate. In addition, TST does not compute rate constants for dynamical bifurcations, in which 
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multiple elementary processes occur via a TS since TST gives one rate constant for one TS. Therefore, 

current theoretical analyses based on the IRC path and reaction path networks give incorrect reaction 

mechanisms for chemical reactions including dynamical bifurcations. 

 

 

Figure 1.4 A schematic pictures of two potential energy surfaces (PESs) in which dynamical 

bifurcations occur and a PES in which a dynamical bifurcation does not occur. (a) shows a 

symmetrical PES in which a dynamical bifurcation occurs, (b) shows an asymmetrical PES in which 

a dynamical bifurcation occurs, and (c) shows an asymmetrical PES in which a dynamical bifurcation 

does not occur. 

 

1.2.3 Valley-ridge transition 

When a dynamical bifurcation occurs, it is known that the shape of PES perpendicular to 

the reaction path should change from a valley to a ridge (Figure 1.5) (29). Ruedenberg et al. defined 

the valley-ridge inflection (VRI) point to discuss such phenomena (55). The VRI point needs to satisfy 

the following two conditions: one of the eigenvalues of Hessian is zero, and the eigenvector 
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corresponding to the zero eigenvalue is orthogonal to the gradient vector. Gill proposed a method to 

locate the VRI point based on the following equation (56), 

𝐇𝑝 = (1 −∑𝐥𝑣
𝑇𝐥𝑣

7

𝑣=1

)𝐇(1 −∑𝐥𝑣
𝑇𝐥𝑣

7

𝑣=1

) , (1.35)  

where 𝐇𝑝 is the Hessian from which the gradient vector is projected out, and 𝐥𝑣 is the unit vector. 

𝐥𝑣(𝑣 =  1 − 6) corresponds to the 3 translational and 3 rotational vectors, and 𝐥7 corresponds to the 

tangent vector of the IRC path. The normal mode analysis using 𝐇𝑝  yields 3𝑁 − 7  non-zero 

eigenvalues. The sign of eigenvalues indicates the shape of PES: a positive eigenvalue corresponds 

to a valley, while a negative eigenvalue corresponds to a ridge. The proposed method locates the VRI 

point on the IRC path by locating the point at which one of the eigenvalues change its sign from 

positive to negative. It is known that the obtained point on the IRC path satisfies the two conditions 

for the VRI point only for dynamical bifurcations giving two symmetrical products (termed as non-

totally symmetric bifurcations), and in general, the obtained point is not the VRI point for the non-

symmetrical cases (termed as totally symmetric bifurcations) (57). Then, a concept called a valley-

ridge transition (VRT) point was introduced, which is a point on the IRC path where the sign of one 

eigenvalue of 𝐇𝑝 changes from positive to negative (58). This VRT-based analysis was applied to 

non-totally symmetric bifurcations and totally symmetric bifurcations to discuss the occurrence of 

dynamical bifurcations. However, the VRT-based analysis does not provide information about 

bifurcation products different from the IRC product. In addition, the VRT discusses dynamical 

bifurcations based on the shape of the PES, and there are cases of dynamic bifurcation even in the 
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case without the VRT point on the IRC path (57). Therefore, a method to search for dynamical 

bifurcations and its products is necessary. 

 

Figure 1.5 A schematic picture representing a potential energy surface including valley-ridge 

transition. 

 

1.2.4 Ab initio molecular dynamics 

AIMD is one of the most promising ways to simulate dynamical bifurcations, which can 

deal with classical motions of nuclei after passing through a TS explicitly (50). By sampling initial 

positions and initial velocities around the TS based on the thermal distribution and calculating AIMD 

trajectories from them, the bifurcating products and branching ratio can be investigated. However, 

the computational cost of AIMD calculations is expensive because hundreds of trajectories are 

necessary to estimate the branching ratio for a dynamical bifurcation. Therefore, it is difficult to apply 

the AIMD calculations directly to the search for dynamical bifurcations on the reaction path network. 
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In addition, AIMD calculations cannot simulate chemical reactions for a long time such as seconds, 

minutes or days. The selectivity of chemical reactions including dynamical bifurcations is decided by 

not only short-time dynamics after passing through a TS, but also long-time kinetics for the 

interconversion of products. Therefore, a method to simulate chemical reactions considering both 

short-time dynamics and long-time kinetics is desired. 

 

1.2.5 Dynamical bifurcations in organic reactions 

In early studies, dynamical bifurcations have been studied for some basic reactions, such 

as the isomerization of methoxyradical (59-61), the ring-opening reaction of cyclopropylidene 

(62,63), and so on. In recent decades, dynamical bifurcations have been reported in actual organic 

reactions. In 2002, Caramella et al. discussed a dimerization of cyclopentadiene based on the 

secondary orbital interaction and reported that two Diels-Alder reactions occur via a single TS (64). 

They termed this TS a bispericyclic TS because the TS included two pericyclic reactions. Houk 

proposed a more general concept called an ambimodal TS (65,66). An ambimodal TS is a TS through 

which two or more elementary reactions occur simultaneously. In other words, a dynamical 

bifurcation occurs in an ambimodal TS. Houk and Singleton have studied ambimodal TSs for various 

pericyclic reactions (67-82). Tantillo have reported the occurrence of dynamical bifurcations of 

terpene biosynthesis (83,84). Yamataka et al. have reported dynamical bifurcations in Schmidt 

reactions (85) and Beckmann reactions (86,87). In addition, it has been reported that organometallic 

reactions (88-92) and enzyme reactions (93-95) also include dynamical bifurcations. 
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Although a variety of chemical reactions have been reported to include dynamical 

bifurcations as shown above, they are part of numerous chemical reactions, and the generality of 

dynamical bifurcations is unknown. Most mechanistic studies ignore the effect of dynamical 

bifurcations, considering it to have little effect on the reaction mechanism. To reveal the importance 

of dynamical bifurcations, a method to investigate the possibility of dynamical bifurcations for a 

given system is necessary. 

 

1.3 Overview of this thesis 

In this thesis, I aim to establish a method to analyze chemical reactions including dynamical 

bifurcations theoretically by developing a method to search for dynamical bifurcations on the PES, a 

method to perform a kinetic analysis on a reaction path network including dynamical bifurcations, 

and a method to investigate the possibility of dynamical bifurcations for a given system. 

This doctoral thesis consists of six chapters. Chapter 1 summarizes the background of my 

research about dynamical bifurcations. 

In Chapter 2, a method to search for dynamical bifurcations based on the AFIR method is 

developed. The method finds dynamical bifurcations based on paths traced by the AFIR method. The 

automated search method was applied to a Diels-Alder reaction between 2-vinylfuran and 3-

methoxycarbonylcyclopentadiene, and it was found that six dynamical bifurcations including the 

reported one were explored using my method. 

In Chapter 3, a method to perform a kinetic analysis for a reaction path network including 
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dynamical bifurcations is proposed. The proposed method consists of three methods; the automated 

search method introduced in Chapter 2, the AIMD calculations to estimate the branching ratio, and 

a method to compute rate constants for dynamical bifurcations. The method is applied to an 

intramolecular Diels-Alder reaction and it was found that the experimental selectivity can be 

reproduced qualitatively only by including dynamical bifurcations to the kinetic simulation.  

In Chapter 4, a machine learning model to predict branching ratio without AIMD 

calculations is introduced to accelerate the kinetic analysis proposed in Chapter 2. The method was 

found to reproduce the result of kinetic analysis based on the AIMD method. In addition, the machine 

learning-assisted kinetic analysis is applied to a larger reaction path network for a retrosynthesis of 

difluoroglycine. 

In Chapter 5, I propose a computational method to systematically detect the dynamical 

bifurcations induced by perturbations, such as mechanical forces or substitutions, which has been 

overlooked in the previous method introduced in Chapter 1. The method was applied to three 

pericyclic reactions and it was found that dynamical bifurcations can be induced by perturbations in 

two out of three reactions. 

Chapter 6 summarizes this thesis and describes about future perspective. 
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2. AFIR explorations of transition states of extended 

unsaturated systems: automatic location of ambimodal 

transition states 

 

 

 

 

 

 

2.1 Introduction 

The Diels-Alder reaction is one of the most important synthesis methods and has been 

utilized in vast chemical syntheses (1,2). Its transition state (TS) has also been studied extensively 

based on quantum chemical calculations (3). On the other hand, several groups have reported Diels-

Alder reactions in which a phenomenon so-called dynamical bifurcation takes place (4,5). The 

dynamical bifurcation in the Diels-Alder reaction is the focus of this paper. 

Theoretically, an elementary reaction step is defined as a path that connects a pair of two 

local minima via a single transition state (TS). These paths are commonly defined by the steepest 

descent path starting from a TS in the mass-weighted coordinates and called intrinsic reaction 

coordinate (IRC) (6,7). By calculating an IRC path, energetic and geometrical variations that occur 

in the corresponding reaction step can be elucidated. 
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In most reactions, the IRC path well represents the mechanism of corresponding reaction. 

However, actual molecular motions deviate from the IRC path due to the kinetic energy, and there are 

known cases where the neglect of kinetic energy misleads an incorrect mechanism (8-10). The 

dynamical bifurcation is one of such cases (11-28). In a bifurcation reaction, a single TS relates to 

two products. In other words, a set of reactive trajectories passing the corresponding TS region 

branches into two components giving two different products. Such a TS is called an ambimodal TS.5 

Since an IRC calculation from a TS gives only a single product, the IRC calculation misses one of 

two products in bifurcation reactions (29). 

Occurrence of bifurcation can be recognized by running ab initio molecular dynamics 

(AIMD) simulations starting from the corresponding TS region (30-53). Therefore, AIMD 

simulations have been performed to reveal bifurcations in reactions of various types such as organic 

reactions (30-35,37,38,43-45,47,49-57), organometallic reactions (41,58), and biosynthesis reactions 

(36,39,59-64). Occurrence of bifurcation can also be discussed through a static analysis of the 

potential energy surface (PES) by locating a valley-ridge transition (VRT) point along the IRC path. 

On a VRT point, the shape of PES perpendicular to the IRC path changes from the valley to the ridge 

(11,12,15,16,20,21,23,24,26,27). To find a VRT point, the curvature of PES needs to be computed at 

many points along the IRC path. 

My purpose in this paper is to systematically explore TSs from which a dynamical 

bifurcation takes place. In the pioneering work by Hong and Tantillo (64), they applied AIMD 

simulations to various TSs in a reaction path network of terpene and discussed bifurcation reactions 
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on the network. To avoid running AIMD simulations from many TSs, Harabuchi et al. systematically 

explored VRT points by applying the curvature analysis along all IRC paths on a reaction path 

network of Au5 cluster (65). Then, they applied AIMD simulations to only TSs from which a VRT 

point was obtained to identify products of corresponding bifurcation reactions. Although this 

approach allowed them to avoid AIMD simulations from many TSs, the curvature analysis done in 

their VRT search needs to compute Hessian matrix and is still demanding computationally. 

My approach proposed here was inspired by results in early studies where two different 

products were obtained for the same TS depending on the choice of coordinate systems (22). 

Subsequent AIMD studies revealed that a dynamical bifurcation took place from the TS (50-52). In 

this discovery, use of paths of two different mathematical nature was the key. In other words, both of 

the two products were identified by computing two static paths with different mathematical nature. 

Maeda and Morokuma have developed an automated reaction path search method called artificial 

force induced reaction (AFIR) (66,67). The AFIR method traces a path so-called AFIR path because 

AFIR paths can be computed easily from a local minimum to the other local minimum. In the standard 

AFIR procedure, all obtained AFIR paths are further processed to obtain actual TSs. Therefore, my 

idea here is that two bifurcation products could be identified from differences between connections 

of AFIR paths and IRC paths. It is thus expected that this approach could suggest both occurrence 

and products of bifurcation reactions without any additional efforts after an automated reaction path 

search. 

In this study, I explored paths of reactions between 2-vinylfuran and 3-
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methoxycarbonylcyclopentadienone (see scheme 2.1) systematically by the multicomponent version 

of the AFIR method (MC-AFIR) (66). These two reactants are known to react to each other affording 

two Diels-Alder products. Furthermore, paths leading these two products are known to share a single 

TS and thus correspond to a bifurcation reaction. Moreover, this system has many reactive sites at 

which different competing Diels-Alder reactions can take place. Actually, the MC-AFIR search 

generated paths to sixty-five unique products, where these products were unique in terms of their 

SMILES representation. Among the sixty-five, sixteen corresponded to Diels-Alder products. As 

expected, I found many cases in which the reactants were linked to a product via only an AFIR path. 

In these cases, through a careful analysis of search logs of obtaining actual TSs, it was found that two 

AFIR paths shared a single TS region as the bottleneck. The further curvature analysis of IRC paths 

from these TSs identified six cases in which VRT points existed along the corresponding IRC paths. 

Finally, I proposed six bifurcation cases for this single reaction system. 

 

Scheme 2.1. Diels-Alder cycloaddition reaction (33) between 2-vinylfuran and 3-

methoxycarbonylcyclopentadienone. 
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2.2 Theory 

The AFIR method induces a structural deformation in a system by an artificial force and 

finds a path of chemical reaction from a local minimum to the other local minimum. The structural 

deformation can be induced by minimizing a function so-called AFIR function (66). Thanks to careful 

design of the form of AFIR function, paths that are obtained through its minimization pass TS regions 

that actual reaction paths pass (66,68). Therefore, the AFIR method first explores AFIR paths and 

finds TSs for various reactions by further processing the AFIR paths. Details how it systematically 

explores AFIR paths and how actual TSs are obtained from AFIR paths are described in the previous 

papers (66-69). 

My idea or hypothesis proposed in this study is explained using a 2-dimensional model PES 

shown in Figure 2.1. On this PES, three local minima, R, P1, and P2, and two TSs, T1 and T2, exist. 

Let’s consider the process of finding paths to P1 and P2 by the AFIR method starting from R. In this 

case, the AFIR method finds these two products by adding artificial forces along different directions. 

The corresponding AFIR paths are depicted as white lines. These AFIR paths pass the T1 region, and 
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further geometry optimizations starting from the highest energy points along these AFIR paths 

converge to T1. Finally, the IRC path is computed from T1. The IRC path from T1 toward products’ 

valley once approaches to T2 and finally falls into P1’s well. 

 

 

Figure 2.1. A schematic PES on which a reaction starting from a reactant MIN, R, reaches two 

different product MINs, P1 and P2. White lines indicate the AFIR paths, a black line indicates the 

IRC path, black circles indicate TSs, and a triangle indicate a VRT point. 

 

In this case, two AFIR paths leading two different products provide a common TS. In other 

words, two AFIR paths share a single TS region. This situation suggests occurrence of the dynamical 

bifurcation. Actually, the VRT takes place along this IRC path. At T1, the curvature perpendicular to 

the IRC path is positive. On the other hand, the curvature decreases while approaching T2 and 
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becomes negative around T2. As defined above, the point at which the curvature becomes negative 

from positive is called a VRT point. 

In short, occurrence of dynamical bifurcations can be recognized by collecting cases where 

AFIR paths to different products provide a common TS. Furthermore, sets of products of these 

dynamical bifurcations can also be known as products of AFIR paths. This procedure is especially 

useful when the mechanism of the target reaction is unknown. In such a case, the automated search 

by the AFIR method is effective because the search systematically finds possible paths and help 

identifying the most probable mechanism. After the search, one can reveal both occurrence and 

products of possible dynamical bifurcations just by analyzing search logs without any additional 

quantum chemical calculations. In the actual application to the molecular system shown below, an 

additional procedure of relaxing the AFIR path was taken to avoid failure of TS optimization (see the 

computational details section for more description). 

 

2.3 Computational Details 

 The AFIR paths between fragments A and B were computed starting from 1500 random 

mutual positions and orientations between 2-vinylfuran and 3-methoxycarbonylcyclopentadienone. 

The maximum model collision energy parameter, γ, was set to 1000 kJ mol-1. All the obtained AFIR 

paths were reoptimized using the LUP method (70), and the energy maxima along the relaxed AFIR 

paths were optimized to the actual TSs. From all obtained TSs, the IRC path was computed. These 

calculations were done at the ωB97X-D (71)/D95V level. AFIR paths passing the TS0 region were 



 

                                     2. Automated search for dynamical bifurcations 

further relaxed by the LUP method at the MPW1K/6-31+G** level to compare the results with those 

in the literature (33). 19 TSs which were shared by two AFIR paths giving products different in terms 

of SMILES representation were further optimized at the MPW1K/6-31+G** level. The IRC path was 

calculated for these 19 TSs at the MPW1K/6-31+G** level, and existence of a VRT point along the 

IRC path was examined through the curvature analysis using Hessian from which components along 

the gradient vector were eliminated (15). Energy, gradient, and Hessian were computed using the 

Gaussian 16 program package (72). AFIR, LUP, and IRC calculations were done using the 

developmental version of GRRM program (73). In this study, a post-processing code which 

automatically identifies candidates of ambimodal TSs was developed independently to the GRRM 

program. 

 

2.4 Results 

2.4.1 Analysis for one dynamical bifurcation 

The Diels-Alder cycloaddition is a [4+2] cycloaddition reaction between a conjugated diene 

and dienophile. In this study, a case between 2-vinylfuran and 3-methoxycarbonylcyclopentadienone 

is studied (see scheme 2.1). For this reaction, occurrence of a bifurcation was previously reported 

(33). The reported bifurcation for this reaction gave two Diels-Alder products; one is the 

cycloaddition product composed of C3b, C4b, C5b, and C6b in cyclopentadienone and C1a and C2a 

in 2-vinylfuran (denoted by [C3b-C6b+C1a-C2a] type), and the other is that of C3b and C4b in 

cyclopentadienone and C1a, C2a, C3a, and C4a in 2-vinylfuran (denoted by [C1a-C4a+C3b-C4b] 
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type). In other words, a cyclopentadienone acts as diene in the case of [C3b-C6b+C1a-C2a] type, 

while 2-vinylfuran acts as diene in the case of [C1a-C4a+C3b-C4b] type. This type of bifurcation was 

called a bispericyclic reaction (4). Thus, fragment-A was set to C3b, C4b, C5b, and C6b in 

cyclopentadienone, and fragment-B is set to as C1a, C2a, C3a, and C4a in 2-vinylfuran. 

The systematic AFIR search generated 134 product-MINs and 125 TSs automatically. The 

search found not only paths of [4+2] cycloaddition but also those of the other types such as [2+2] 

cycloaddition, [4+4] cycloaddition, [6+2] cycloaddition, and [6+4] cycloaddition. The obtained TSs 

are ordered in the ascending order of their energies and termed TSx (x = 0 ~ 124), where all energy 

values below are relative to the total energy of reactants. The lowest TS0 is for the [4+2] cycloaddition 

in Scheme 2.1. It was found that two AFIR paths shared TS0. These two AFIR paths lead to [C1a-

C4a+C3b-C4b] and [C3b-C6b+C1a-C2a] products, respectively. This suggests that TS0 serves as a 

TS of bifurcation giving [C1a-C4a+C3b-C4b] and [C3b-C6b+C1a-C2a] products. This is consistent 

with the previous discovery summarized in scheme 2.1 (33). 
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Figure 2.2. Analyses of AFIR paths and IRC paths. (a) shows a plot for C2a-C6b distance (x-axis) 

versus C4a-C4b distance (y-axis) along the IRC paths and the AFIR paths. Blue and red lines indicate 

AFIR paths, black lines indicate IRC paths, circles indicate TSs, and a triangle indicates a VRT point. 

Structures of TSs, MINs, and a VRT point are shown. Normal mode vectors corresponding to the 

negative eigenvalue mode at TSs and a VRT point are depicted. (b) shows the eight lowest vibrational 

frequencies of the modes perpendicular to the product side of the IRC path from s = 0.0 Å to 1.5 Å 

for TS0. Red line corresponds to the mode related to the dynamical bifurcation. All electronic energies 

are shown in kJ mol-1 relative to the set of reactants. 

 

Figure 2.2a compares variations of two internal coordinates along the IRC path from TS0 

with those along the two AFIR paths, where the AFIR paths shown in this figure were obtained by 

relaxing the initial AFIR paths of the low computational level by the final computational level (see 

computational details). Like the two-dimensional model shown in Figure 2.1, the AFIR method found 
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these two products. The corresponding AFIR paths depicted as blue and red lines passed the TS region, 

and further geometry optimizations starting from the highest energy points along these AFIR paths 

converged to the TS. The IRC path computed from the TS toward products’ valley once approached 

to the TS between the two products and finally fell into the [C1a-C4a+C3b-C4b] product.  

The VRT took place along this IRC path. Figure 2.2b shows variation of the eight lowest 

vibrational frequencies of the modes perpendicular to the IRC path from s = 0.0 Å to 1.5 Å. The 

negative eigenvalue mode (the red line) at the VRT point (see Figure 2.2a) is nearly parallel to the 

negative eigenvalue mode of the TS between the two products (see Figure 2.2a) and thus is related 

to the bifurcation. These results supported my idea shown in Figure 2.1 and stimulated me to further 

study the other paths with the same idea. 

 

2.4.2 Analysis for all dynamical bifurcations 

Next, let’s consider all [4+2] cycloaddition reactions that are assumable to occur between 

the diene and dienophile. There are eight combinations of diene and dienophile for [4+2] 

cycloaddition reactions; [C3b-C6b+C4a-C3a], [C3b-C6b+C3a-C4a], [C1a-C4a+C3b-C4b], [C1a-

C4a+C4b-C3b], [C3b-C6b+C1a-C2a], [C3b-C6b+C2a-C1a], [C1a-C4a+C5b-C6b], [C1a-C4a+C6b-

C5b]. All the eight patterns have endo-exo types, and thus, 16 unique [4+2] cycloadditions are 

expected in this system. These 16 patterns are listed in Table 1. As shown in Figure 2.3a and 2.3b, 

when two dienes approach together during a Diels-Alder cycloaddition, both of [4+2] and [2+4] 

cycloadditions are expected. This is because both two dienes can act as the dienophile of the reaction. 



 

                                     2. Automated search for dynamical bifurcations 

In this case, the [4+2] and [2+4] cycloadditions sometimes pass through a common TS, i.e. 

bispericyclic reaction (4) (indicated by a [4+2]/[2+4] bispericyclic reaction). In Table 2.1, all the 

excepted [2+4] reactions which can be paired with the 16 [4+2] reactions as [4+2]/[2+4] bispericyclic 

reactions discussed above were listed in the row corresponding to each [4+2] cycloaddition reaction. 

It is mentioned that there are no excepted [4+2]/[2+4] bispericyclic reaction in entry-10, 12, 14, and 

16 (indicated by N/A in Table 2.1). This is because these reactions are exo cycloaddition where 

dienophiles are terminal part of each molecule, C5b-C6b or C1a-C2a, and a diene part does not 

approach another diene part during the reaction. In addition, excepted [4+2]/[2+4] bispericyclic 

reactions of four entries, i.e. entry-1, 3, 5, and 11, are the same as those for entry-7, 13, 9, and 15. 

This is because both dienes are included in the two reactant molecules, and these were doubly counted. 

Actually, all the 16 [4+2] cycloaddition products were found by the present AFIR search. 

  



 

                                     2. Automated search for dynamical bifurcations 

 

Table 2.1. All the expected [4+2] cycloaddition reactions related to fragment-A and -B, i.e. C3b-C6b 

in cyclopentadienone and C1a-C4a in 2-vinylfuran, respectively. Pairs of diene and dienophile, 

orientations of endo or exo, indices of TSs, and energies of TSs in kJ mol-1 for each cycloaddition are 

indicated. The cycloadditions which can be paired with the 16 [4+2] cycloadditions as bispericyclic 

reactions, i.e. [2+4] cycloaddition and [6+4] cycloaddition, are shown in each row. “N/A” indicates 

a not-applicable case (see text). 

 [4+2] cycloaddition [2+4] cycloaddition [6+4] cycloaddition 

Entry. diene dieno 

phile 

 ∆ES TS Diene dieno 

phile 

∆ETS TS triene Diene ∆ETS TS 

1a C3b-C6b C4a-C3a endo 40.6 TS 8 C1a-C4a C4b-C3b 35.3 TS 6 C1b-C6b C6a-C3a 68.5 TS 37 

2 C3b-C6b C4a-C3a exo 68.2 TS 35 C3a-C6a C6b-C5b 51.4 TS 20 C1b-C3b C1a-C4a 57.7 TS 22 

3c C3b-C6b C3a-C4a endo 59.7 TS 26 C1a-C4a C5b-C6b 42.9 TS 10 C1b-C3b C6a-C3a 59.7 TS 26 

4 C3b-C6b C3a-C4a exo 50.5 TS 18 C3a-C6a C3b-C4b 44.4 TS 11 C1b-C6b C1a-C4a 85.6 TS 41 

5b C1a-C4a C3b-C4b endo 2.6 TS 0 C3b-C6b C1a-C2a 2.6 TS 0 N/A N/A N/A N/A 

6 C1a-C4a C3b-C4b exo 23.3 TS 2 C3b-C8b C1a-C2a 23.3 TS 2 N/A N/A N/A N/A 

7a C1a-C4a C4b-C3b endo 35.3 TS 6 C3b-C6b C4a-C3a 40.6 TS 8 N/A N/A N/A N/A 

8 C1a-C4a C4b-C3b exo 47.5 TS 15 C3b-C8b C4a-C3a 47.5 TS 15 N/A N/A N/A N/A 

9b C3b-C6b C1a-C2a endo 2.6 TS 0 C1a-C4a C3b-C4b 2.6 TS 0 N/A N/A N/A N/A 

10 C3b-C6b C1a-C2a exo 25.7 TS 5 N/A N/A N/A N/A C1b-C3b C4a-C1a 25.7 TS 5 

11d C3b-C6b C2a-C1a endo 24.5 TS 3 C1a-C4a C6b-C5b 24.5 TS 3 N/A N/A N/A N/A 

12 C3b-C6b C2a-C1a exo 45.2 TS 12 N/A N/A N/A N/A C1b-C6b C4a-C1a 45.2 TS 12 

13c C1a-C4a C5b-C6b endo 42.9 TS 10 C3b-C6b C3a-C4a 59.7 TS 26 N/A N/A N/A N/A 

14 C1a-C4a C5b-C6b exo 64.9 TS 34 N/A N/A N/A N/A N/A N/A N/A N/A 

15d C1a-C4a C6b-C5b endo 24.5 TS 3 C3b-C6b C2a-C1a 24.5 TS 3 N/A N/A N/A N/A 

16 C1a-C4a C6b-C5b exo 63.7 TS 31 N/A N/A N/A N/A N/A N/A N/A N/A 
a[2+4] and [4+2] cycloadditions of entry-1 correspond to [4+2] and [2+4] cycloadditions of entry-7, respectively. b[2+4] and [4+2] cycloadditions of 

entry-3 correspond to [4+2] and [2+4] cycloadditions of entry-13, respectively. c[2+4] and [4+2] cycloadditions of entry-5 correspond to [4+2] and 

[2+4] cycloadditions of entry-9, respectively. d[2+4] and [4+2] cycloadditions of entry-11 correspond to [4+2] and [2+4] cycloadditions of entry-15, 

respectively.  
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Figure 2.3. Schematic picture of bispericyclic bifurcations. (a) and (b) are for the case of 

[4+2]/[2+4] bispericyclic reactions. (c) and (d) are for [4+2]/[6+4] bispericyclic reactions. (e), (f) 

and (g) are for the case where both of [4+2]/[2+4] bispericyclic reactions or [4+2]/[6+4] 

bispericyclic reactions are expected. 

 

Similarly, [4+2] and [6+4] cycloadditions sometimes pass through a common TS geometry, 

when a diene and a triene parts approach together during a [4+2] Diels-Alder cycloaddition like 

Figure 2.3c and 2.3d. This type is indicated by a [4+2]/[6+4] bispericyclic reaction, and the expected 

[6+4] reactions are indicated in Table 2.1. In the four cases, i.e. entry-1, 2, 3, 4, 10 and 12, there were 

possibilities of [4+2]/[6+4] bispericyclic reaction. On the other hand, there was no candidate expected 
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for the other eight cases, because a diene in 2-vinylfuran does not approach triene in 

cyclopentadienone during the reaction of eight cases, which are indicated by N/A in Table 2.1. 

Actually, all the expected [6+4] products were also obtained by the present AFIR search. 

In the results of the present search, a common TS region was shared by two AFIR paths in 

seven cases among the 16 bispericyclic reactions listed in Table 2.1. All the seven cases are indicated 

by a black flame in Figure 2.4. Entry-3, 10 and 12 correspond to [4+2]/[6+4] bispericyclic reactions, 

and entry-5 (equal to entry-9), 6, 8, and 11 (equal to entry-15) correspond to [4+2]/[2+4] bispericyclic 

reactions. On the other hand, two different TSs were found for a pair of AFIR paths for [4+2]/[6+4] 

bispericyclic pair of entry-1,2, and 4, and for [4+2]/[2+4] bispericyclic pair of entry-1,2,3 and 4. In 

the case of entry-3, [4+2]/[2+4] bispericyclic pair was not found, although that of [4+2]/[6+4] was 

found. This is explained by the absence of a common chemical bond generated during cycloaddition 

reactions. As shown in Figure 2.3e, 2.3f, and 2.3g, a common chemical bond is generated during 

[4+2] and [2+4] cycloadditions, and the situation is same for [4+2] and [6+4] cycloadditions. 

However, there is no common chemical bond generated during [2+4] and [6+4] cycloadditions, which 

makes their TSs different. In the cases of entry-1, 2, and 4, three AFIR path had the own TSs. This is 

explained based on the energy on TSs which connect two product minima. When a bifurcation occurs 

along a path from reactant-1 (denoted by R1) to product-1 (denoted by P1) and product-2 (denoted 

by P2), the TS connecting R1 to P1/P2 must be higher than the TS connecting P1 and P2. This is 

because a dynamical bifurcation leading to P1 and P2 takes place along a decent path from TS 

between R1 and P1/P2. In other words, a dynamical bifurcation does not occur when the TS between 
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P1 and P2 is higher than the TS between R1 and P1/P2. In the three cases of entry-1, 2, and 3, the 

TSs between products were higher than the lowest TS which connected the reactant and product. Thus, 

these are not cases of dynamical bifurcations. In short, there were the seven cases among the 16 

bispericyclic reactions where the TS between P1 and P2 was lower than the TS between R1 to P1/P2, 

and, in the all the seven cases, a common TS region was shared by two AFIR paths.  
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Figure 2.4. Expected [4+2] cycloaddition products for the target reaction. All the 16 [4+2] 

cycloaddition (Diels-Alder) products indicated in Table 1 are shown. The obtained [2+4] and [6+4] 

cycloaddition products which can be paired with [4+2] cycloadditions as bispericyclic reactions are 

indicated in the corresponding row. Black frames indicate the cases where two AFIR paths to the 

products shared a common TS. “N/A” indicates a not-applicable case. 
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Finally, all the obtained AFIR paths and TSs are summarized. In Figure 2.5, energies of all 

the obtained TSs in the search, i.e. 125 TSs, were plotted against the indices of atom pairs for each 

TS. Here, i-j indicates the atom pair with the shortest atom-atom distance between the two reactants 

on each TS. Red and green dashed line indicates a TS shared by two or more AFIR paths which gave 

products with different SMILES representations, and blue dotted line indicates that for the same 

SMILES representations. Black solid line indicates a TS for one AFIR path. Red dashed lines are for 

the cases when the VRT corresponding to the bifurcation was found along the IRC path, and green 

dashed line are for these without the VRT. All the structures for the obtained TSs are shown in the 

supporting information 

Interestingly, there were 29 cases where a common TS was shared by two AFIR paths, and there 

were six cases where a common TS was shared by three AFIR paths. The latter case is related to a 

trifurcation reported in a previous study (28). Thus, totally 35 candidates of bifurcations were found 

in the present search. In 16 cases among the 35 cases, two different product minima had the same 

SMILES representations, which corresponds to the reactions giving conformationally different 

products. In 19 cases among the 35 cases, two different product minima had different bonding patterns. 

Among these 19 cases, there was the VRT corresponding to the bifurcation along the IRC path in six 

cases (indicated by red dashed lines in Figure 2.5). The TS geometries and the products of the six 

cases were depicted in ascending order of TS energies in Figure 2.6. 
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Figure 2.5. A plot of ΔETS against indices of the closest atom pairs on TSs. Black solid lines indicate 

TSs that one AFIR path passes through it. Blue dotted lines indicate TSs shared by two or more AFIR 

paths which gave products with the same SMILES representations. Green and red dashed lines 

indicate TSs shared by two or more AFIR paths which gave products with different SMILES 

representations. Red dashed lines indicate TSs with a VRT on its IRC path, and green dashed lines 

indicate TSs without any VRTs.  

 

In Figure 2.6, in addition to the [4+2]/[2+4] bispericyclic reactions and [4+2]/[6+4] 
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bispericyclic reactions expected in Table 2.1 (TS0, TS3, TS12, TS15, and TS26), the other one 

(TS51) was listed. The case of TS51 is a bifurcation to a [2+2] product and a [4+4] product, which 

has not been known previously. It is emphasized that the prediction of this bifurcation is not easy, but 

it was automatically obtained by using the present approach without using any prior knowledges of 

the reaction. These results demonstrate usefulness of the present approach to search for bifurcations. 

As shown in Figure 2.6, for all the six cases, the TS energies, ΔETS, was lower than 110 kJ 

mol-1. Also, the six cases correspond to the reaction in which the atom pair was composed by the 

terminal carbon atoms of a diene, C3b or C6b of cyclopentadienone, and C1a, C3a, C4a, or C6a of 2-

vinylfuran. Thus, it is concluded that, in this system, the bifurcations accompany the bond formation 

between the terminal carbon atoms of the dienes.  
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Figure 2.6. Six cases in which a common TS region was shared by two AFIR paths to reach two 

different product minima with different SMILES representations. In all the six cases, a VRT was 

found on the IRC path. Blue dotted line indicates the atom pair which makes the chemical bond during 

the reaction. TS energies are also indicated in kJ mol-1.  

 

2.5 Conclusion 

In this study, paths of Diels-Alder reactions between 2-vinylfuran and 3-

methoxycarbonylcyclopentadienone were systematically explored by the MC-AFIR method. This 

reaction is known to give two Diels-Alder products from a single TS region through the dynamical 

bifurcation (33). In this study, I proposed a procedure to systematically predict cases in which the 
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dynamical bifurcation occurs and applied it to the reaction. In this procedure, occurrence of the 

dynamical bifurcation is identified by collecting cases where AFIR paths to different products share 

a single TS region. The idea was inspired by an early study in which steepest descent paths computed 

in different coordinate systems led two different products of the dynamical bifurcation (22). 

The present MC-AFIR search generated 125 TSs to 65 unique products. In addition to all 

possible [4+2] cycloaddition paths (Diels-Alder reactions), paths of the other cycloaddition types 

such as [2+2] cycloaddition, [4+4] cycloaddition, [6+2] cycloaddition, and [6+4] cycloaddition were 

also found. In 19 among all the 125 TSs, two AFIR paths shared a single TS region as the bottleneck 

and gave product minima different in terms of SMILES representation. Then, these 19 cases were 

further studied, and in 6 cases among the 19, a VRT point was found along the corresponding IRC 

path. Therefore, these six including the one reported in the literature (33) were proposed as TSs 

causing the dynamical bifurcation. The five new cases corresponded to two [4+2]/[2+4] bispericyclic 

reactions, two [4+2]/[6+4] bispericyclic reactions, and the other. The present procedure can find TSs 

causing dynamical bifurcations without using any prior knowledge on the target reaction and thus 

would be promising in future mechanistic studies on reactions involving dynamical bifurcations. 
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3. Kinetic Analysis of a Reaction Path Network Including 

Ambimodal Transition States: A Case Study of an 

Intramolecular Diels−Alder Reaction 

 

 

3.1 Introduction 

The intrinsic reaction coordinate (IRC) is widely used to analyze reaction mechanisms 

based on quantum chemical calculations (1,2). An IRC path is defined as the mass-weighted steepest 

descent path from a transition state (TS) connecting two minima (MINs) on the potential energy 

surface (PES) and represents an elementary reaction. The rate constant k for an elementary reaction 

represented by an IRC path can be calculated using the following equation based on the transition 

state theory (3,4) 

𝑘 = Γ
𝑘𝐵𝑇

ℎ
exp (−

𝛥𝐺TS − 𝛥𝐺𝑅
𝑅𝑇

) , (3.1) 

where ΔGTS and ΔGR are the relative Gibbs free energies of the TS and reactant, respectively, kB is 

the Boltzmann constant, T is the temperature, h is the Planck constant, R is the gas constant, and Γ is 

the transmission coefficient. 

In recent years, the development of several automated reaction path search methods, such 

as the anharmonic downward distortion following (5–7) and artificial force induced reaction (AFIR) 

methods (8,9), has made it possible to construct a reaction path network where IRC paths connect  a 

number of minima on the PES. By calculating the rate constants of all elementary reactions in a 

reaction path network using eq 1 and solving the resulting rate equations, the time propagation of the 
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populations of all MINs in the network can be investigated. 

Because the reaction path network can consist of both fast (e.g., conformational change) 

and relatively slow elementary reactions (e.g., bond reorganization), it is difficult to solve the rate 

equations numerically. One of the solutions to this problem is the rate constant matrix contraction 

(RCMC) method (10,11). This method repeats the operation of contraction, which distributes short-

life intermediates to neighboring MINs and generates superstates (denoted by SS). The overall rate 

constants, which include the effect of multiple conformers existing in the reaction path network, are 

obtained as rate constants for the transition between SSs. In addition, by simultaneously distributing 

the population during contraction, the time propagation of the population can be traced. Chemical 

reactions consisting of many elementary reactions can also be simulated for a long time. The details 

of the RCMC method were described in a previous review (11). 

The IRC-based reaction analysis described above is widely used and often provides 

reasonable insight into a chemical reaction. However, this analysis sometimes fails to explain the 

experimental picture because it does not account for the effect of the kinetic energies of the nuclei 

(12). In particular, dynamical bifurcations (13,14) are the most important factor because they have a 

significant impact on the actual yields. When dynamical bifurcations occur, an ensemble of 

trajectories passing through a single TS, called ambimodal TS, bifurcates to multiple minima (15,16). 

Dynamical bifurcations were initially found in theoretical studies (17–32) and have since been 

reported for various organic, organometallic, and biochemical reactions (33–71). 

Dynamical bifurcations cannot be studied by analyses based on an IRC path, which 
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connects one reactant and one product minimum. On the other hand, using analyses based on static 

PES information, they can be found by searching for a point where the shape of the PES perpendicular 

to the IRC changes from the valley to the ridge called the valley-ridge transition point. However, such 

analyses do not provide information about the products of the dynamical bifurcation and branching 

ratio (17,72). Thus, ab initio molecular dynamics (AIMD) simulations have been employed to 

investigate dynamical bifurcations. AIMD provides information about not only the occurrence of 

dynamical bifurcation, but also the branching ratio, and has been applied to various reactions (12,73). 

However, it is time-consuming to simulate reactions longer than a nanosecond because the 

computational cost of AIMD is proportional to the time scale. A chemical reaction accompanied by 

dynamical bifurcations consists of a short process of molecular motion causing the dynamical 

bifurcations and a long process of interconversion between products (55). Thus, a comprehensive 

analysis of these processes is necessary to understand selectivity. The present study aims to realize a 

long simulation (longer than days) of a chemical reaction that includes dynamical bifurcations by 

combining kinetic analysis of a reaction path network consisting of wide time-range reaction 

processes and AIMD simulations dealing with molecular motions after passage through a TS.  

 

3.2 Theory 

In the present study, the kinetic analysis of a reaction path network including ambimodal 

TSs is realized by combining three methods: the method for constructing a reaction path network 

including ambimodal TSs and their products developed in my previous study (74), AIMD simulation 

to evaluate the branching ratios, and a newly introduced method for modifying the rate constant to 
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incorporate the branching ratios. Each method is explained below. 

 

3.2.1. Construction of a Reaction Path Network Including Ambimodal TSs 

The method used to search for ambimodal TSs, reported in my previous work, is based on 

the AFIR method (74). Reaction paths from a MIN are located by applying an artificial force between 

so-called fragments, which are groups of atoms. The path followed is called an AFIR path (8). In the 

usual procedure, all AFIR paths are relaxed by the locally updated planes (LUP) method (the relaxed 

paths are called LUP paths). TS optimization is then performed from the energy maxima along the 

LUP path, and the IRC is calculated from the optimized TS. When the AFIR method is applied to the 

reactant of an elementary reaction wherein the dynamical bifurcation gives two products, both AFIR 

paths from the reactants to the two products are obtained and give a common TS. TSs given by 

multiple AFIR paths are found among many TSs obtained from the search and regarded as ambimodal 

TSs. In this procedure, the products are obtained as the terminal points of the AFIR paths. The details 

of the method have been described in a previous paper (74). 

In my previous study, ambimodal TSs were explored using the multi-component AFIR 

method, which was originally developed to search for intermolecular reactions (74). In this study, this 

method was extended to the single component AFIR (SC-AFIR) method to create a reaction path 

network. In the SC-AFIR method, fragment pairs are systematically defined for MINs obtained by 

the search, and the procedure of the AFIR method described above is repeated. In this way, a reaction 

path network based on the IRC paths is obtained. In principle, it is necessary to perform TS 
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optimization from the energy maxima of all obtained LUP paths to identify the ambimodal TSs 

included in the reaction path network using the procedure described above. However, because of the 

large number of LUP paths included in the reaction path network, it is not easy to calculate the TSs 

for all paths. 

Recently, to reduce the computational cost of TS optimization, kinetic analysis based on an 

IRC-LUP hybrid network was proposed. In this approach, the IRC paths are used only for the 

kinetically important paths, and the LUP paths are used for the other paths (75,76). When constructing 

an IRC-LUP hybrid network, the RCMC method is used to extract the kinetically important paths 

(called Bottleneck paths) for the reaction path network based on the LUP path, and the IRC paths for 

the Bottleneck paths are calculated by optimizing the energy maxima of the corresponding LUP paths 

to the true TS. This treatment excludes very high-energy TSs and insignificant reaction paths, such 

as conformational changes. I followed this procedure and searched for ambimodal TSs only for 

Bottleneck paths. In this treatment, ambimodal TSs in paths other than the Bottleneck paths are 

ignored because they are assumed to have no significant impact on the kinetics or reaction yields. 

This allowed me to efficiently search for only the kinetically important ambimodal TSs. The actual 

definition of the Bottleneck paths in this study is presented in the Computational Details section. 

 

3.2.2. Prediction of the Branching Ratio Using AIMD 

In this study, AIMD simulations were performed in the vicinity of the TS to estimate the 

branching ratio from the number of trajectories leading to each product. The initial condition for 
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AIMD was defined using the Progdyn program (41). Here, the 3N-7 (N is the number of atoms) modes 

orthogonal to the imaginary vibrational modes were treated as quantized harmonic oscillators. For 

the 3N-7 modes, the initial positions and momenta of trajectories were determined based on randomly 

generated angles in phase space and the quantized vibrational energies sampled to follow a Boltzmann 

distribution. For the imaginary vibrational modes, only the momentum was sampled so that the kinetic 

energy follows a Boltzmann distribution. The previous studies verified that AIMD simulation using 

this initial sampling accurately predicted the experimental ratio (45). 

 

3.2.3. Rate Constants of Dynamical Bifurcations 

In the kinetic simulations, a dynamical bifurcation is represented by elementary reactions, 

to which rate constants are assigned. Figure 3.1 shows the transformation of a dynamical bifurcation 

giving n products to 2n rate constants, where R is the reactant, Pi is the i-th product (i = 0–n), pi is the 

branching ratio for Pi, and kR→Pi and kPi→R are the rate constants for R→Pi and Pi→R, respectively. 

In this study, the rate constants are assumed to satisfy the following three conditions: 1) the sum of 

the rate constants of processes leading from the reactant to a product via a common TS, kR→P1, kR→P2, 

…, kR→Pn, is equal to the rate constant evaluated by the conventional transition state theory, 2) the 

ratio of the rate constant of each product formation is equal to the branching ratio, and 3) the detailed 

balance is satisfied in thermal equilibrium. On the basis of these assumptions, the rate constants are 

expressed by the following equations: 
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𝑘𝑅→𝑃𝑖 = 𝑝𝑖Γ
𝑘𝐵𝑇

ℎ
exp (−

𝛥𝐺TS − 𝛥𝐺𝑅
𝑅𝑇

) , (3.2) 

𝑘𝑃𝑖→𝑅 = 𝑝𝑖Γ
𝑘𝐵𝑇

ℎ
exp (−

𝛥𝐺TS − 𝛥𝐺𝑃𝑖
𝑅𝑇

) . (3.3) 

 

 

Figure 3.1. Schematic picture of the transformation of a dynamical bifurcation giving n products to 

2n rate constants. R is the reactant, Pi is the i-th product (i = 0–n), pi is the branching ratio for Pi, and 

kR→Pi and kPi→R are the rate constants for R→Pi and Pi→R, respectively.  

 

3.3 Computational Details 

The proposed kinetic analysis methodology was applied to an intramolecular Diels-Alder 

reaction that reportedly involves dynamical bifurcations, as shown in Scheme 3.1 (36). The reactant 

has both a cyclobutadiene and butadiene skeleton. When butadiene or cyclobutadiene acts as the diene, 

the (4+2) or (2+2) product, respectively, is obtained. Experimentally, the two products are obtained 

in a (4+2):(2+2) ratio of 3.5:1.0 (37). 
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Scheme 3.1. Reaction scheme of an intramolecular Diels-Alder reaction accompanied by dynamical 

bifurcations. 

 

SC-AFIR was applied to construct a reaction path network for the target reaction. To 

explore only the kinetically accessible region, a method called kinetics-based navigation (75) was 

used in this study. In the kinetics-based navigation, MINs for the SC-AFIR search were chosen on 

the basis of a value called traffic volume, Λi, the sum of the population inflow to the i-th MIN and 

population outflow from the i-th MIN. During the SC-AFIR search with kinetics-based navigation, 

on-the-fly kinetic simulations were performed to calculate the Λi for each MIN, and the SC-AFIR 

search was applied to MINs with Λi ≥10–10. The details were presented in previous papers (11,75). 

Three temperatures (250, 300, and 350 K) and a timescale of 1.0 s were specified for the kinetics-

based navigation, and all the obtained AFIR paths were relaxed using the LUP method. The SC-AFIR 

search requires a large amount of computational cost, and thus the smaller basis set, D95V, is used in 
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the search, and all the paths are refined using a larger basis set, 6-31+G(d). The previous work 

suggests the ωB97X-D (77) functional provides reasonable geometries in the case of Diels-Alder 

reactions (78). Thus, the SC-AFIR search was performed at the ωB97X-D/D95V level with the 

Grid=FineGrid option. The obtained LUP paths were then relaxed again at the ωB97X-D/6-31+G(d) 

level.  

Subsequently, as described in the Method section, Bottleneck paths were selected using the 

RCMC method and relaxed until their energy maxima converged to the corresponding TS. In the 

present study, the Bottleneck paths correspond to those connecting MINs belonging to the reactant's 

SS and a product's SS and those connecting MINs belonging to the different product's SS, respectively. 

The SSs of the products were defined on the basis of Λi ≥10–10 when the RCMC method was applied 

using a timescale of 1.0 s at 250, 300, and 350 K. 

The ambimodal TSs in the obtained reaction path network were explored using the method 

described above. From TSs where dynamic bifurcations occur, AIMD simulations were performed at 

the ωB97X-D/6-31+G(d) level. In the AIMD calculations, the temperature was set to 298.15 K for 

the initial condition, and the time step was set to 0.5 fs. The settings for each AIMD simulation are 

described in the Results and Discussion section. Although three temperatures (250, 300, and 350 K) 

were used during the construction of the reaction path network to see various chemical 

transformations that possibly proceed at these temperatures, all the kinetic simulations using the 

resultant reaction path network were performed at 298.15 K. The rate constants were evaluated using 

eq 1, eq 2, or eq 3, where the Wigner correction (3) is used as Γ. Although the variational effects and 



 

                                 3. Kinetic Analysis including dynamical bifurcations 

multi-dimensional tunneling effects on the rate constants were discussed in the previous studies (3,79), 

the conventional one with the Wigner correction was adopted in this study by compromise of huge 

costs to evaluate accurate rate constants taking these effects into account for the thousands of 

elementary reactions in the reaction path network. 

All electronic structure calculations were performed using Gaussian16 (80). AFIR, LUP, 

IRC, and RCMC calculations were performed using the developer version of GRRM (81), and AIMD 

calculations were performed using the Progdyn program (41). 

 

3.4 Results 

3.4.1 Reaction Path Network 

The reaction path network obtained by the SC-AFIR method contains 468 MINs, 7 IRC 

paths, and 1162 LUP paths. Figure 3.2 shows the reaction path network, in which MINs are indicated 

by nodes and reaction paths by edges. The red and gray lines indicate Bottleneck paths (see the 

definition in the Computational Details section) and the other paths, respectively.  
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Figure 3.2. Reaction path network obtained by the single-component artificial force 

induced reaction search. Circles, triangles, hexagons, diamonds, parallelograms, and a wedge 

represent minima (MINs), and lines represent reaction paths. The red and gray lines indicate 

Bottleneck paths and the other paths, respectively. The branches of the red lines indicate dynamical 

bifurcations. Structural formulas are depicted for MINs connected by Bottleneck paths. 

Additionally, the structural formulas of the MINs connected by the Bottleneck paths are 

depicted. The reaction path network includes the reactants, the experimentally observed (2+2) and 

(4+2) products, and other cycloadducts.  
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There are four ambimodal TSs in the reaction network from which six dynamical 

bifurcations occur (represented by the branches of red lines in Figure 3.2). In other words, dynamical 

bifurcations occur along both sides of the IRC path in two cases. Four of the six dynamical 

bifurcations lead to different reactant conformations. Because these conformers are connected by a 

low-barrier reaction path, the corresponding dynamical bifurcations do not affect the kinetic analyses 

and are not discussed further. The other two dynamical bifurcations lead to different chemical species 

and are discussed in detail below. 

 

3.4.2 Obtained dynamical bifurcations 

Figure 3.3 shows the geometries of two ambimodal TSs, TS1 and TS2. Both dynamical 

bifurcations give three products, namely the (4+2), (2+2), and (2+2)' products. Notably, only one of 

these TSs, TS1, has been discussed in a previous study (36); thus, this is the first report of the 

existence of the two low-lying TSs in this reaction. In addition, new bifurcating paths that have not 

been experimentally observed were found for the (2+2) product. However, the results suggest that the 

(2+2)' product is difficult to obtain because rC3–C7 (pertaining to the bond formed when the (2+2)' 

product is generated) is longer than rC2–C8 (pertaining to the bond formed when the (4+2) product is 

generated), rC4–C6 (pertaining to the bond formed when the (2+2) product is generated), or rC1–C5 

(pertaining to the bond formed when the (2+2) or (4+2) product is generated) in both TSs, where rCk–

Cl is the distance between Ck and Cl. AIMD simulations are necessary to confirm this hypothesis. 
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Figure 3.3. Geometries of two ambimodal transition states (TSs) and structural formulas of their 

products. The solid lines connect to the intrinsic reaction coordinate products, and the dotted lines 

connect to the other products. The interatomic distances on the TSs associated with the bonds formed 

in some of the products are shown in Å.  
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3.4.3 ab initio molecular dynamics 

Table 3.1 shows the results of the AIMD simulations starting from TS1 and TS2. The 

destination of the trajectories were classified into four groups according to interatomic distances. The 

calculations were terminated when the trajectories reached one of the four destinations: rC1–C5 < rform 

and rC2–C8 < rform for the (4+2) product, rC1–C5 < rform and rC4–C6 < rform for the (2+2) product, rC2–C8 < 

rform and rC3–C7 < rform for the (2+2)' product, and rC1–C5 > rdiss, rC2–C8 > rdiss, rC3–C7 > rdiss, and rC4–C6 > 

rdiss for the reactant, where rform is 1.875 Å and rdiss is 2.400 Å. Table 3.1 shows the number of 

trajectories and branching ratios for each destination. 

The (4+2) product is a major product for both TSs, although the number of trajectories 

leading to the (2+2) product from TS2 is larger than that from TS1. There are no trajectories from 

TS1 or TS2 to the (2+2)' product. This indicates that although the shape of the PES suggests the 

accessibility of this product, but the reaction does not occur easily from a dynamical aspect. Since 

these two ambimodal TSs are energetically competitive, consideration of both TSs is necessary. 
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Table 3.1. Number of trajectories leading to the products and branching ratio obtained by ab initio 

molecular dynamics simulations of 500 trajectories starting from the transition states (TSs), TS1 and 

TS2.a 

 TS1 TS2 

total 500 500 

(4+2) 452 (91.3%) 372 (74.5%) 

(2+2) 43 (8.7%) 127 (25.5%) 

(2+2)' 0 (0.0%) 0 (0.0%) 

reactant 5 1 

aThe trajectories are categorized according to their destination, i.e., (4+2) product, (2+2) product, 

(2+2)' product, and reactant. 

 

Figures 3.4a and 3.4b show the variation of rC4–C6 and rC2–C8 along each of the 500 

trajectories starting from TS1 and TS2, respectively. The blue, red, and green lines show the 

trajectories leading to the (2+2) product, (4+2) product, and reactant, respectively. In the figure, TS1, 

TS2, and the two TSs connecting the (2+2) and (4+2) products, TS3 and TS4, are indicated by black 

circles, and the IRCs from these TSs are depicted as black lines. TS1 and TS2 are located on the (4+2) 

side compared to TS3 and TS4, which explains the larger branching ratios of the (4+2) product in 

both cases. As indicated in Table 3.1, the ratio of the (2+2) product from TS1 (8.7%) is smaller than 

that from TS2 (25.5%) since TS2 (rC4–C6 = 2.782 Å and rC2–C8 = 2.729 Å) is located closer to the (2+2) 

product than TS1 (rC4–C6 = 2.855 Å and rC2–C8 = 2.537 Å) (Figures 3.3 and 3.4a). This correlation 

between bond length and branching ratio is consistent with a previous claim (82).  
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Figure 3.4. Plot of two interatomic distances along the ab initio molecular dynamics (AIMD) 

trajectories and intrinsic reaction coordinate (IRC) paths. The x and y axes correspond to the rC4–C6 

and rC2–C8 distances, respectively. Results of AIMD simulations from the transition states (TSs), (a) 

TS1 and (b) TS2. The red, blue, and green lines show the trajectories leading to the (2+2) product, 

(4+2) product, and reactant, respectively. TS1, TS2, and the TSs connecting the (2+2) and (4+2) 

products, TS3 and TS4, are indicated by black circles and the IRC paths from them by black lines. 

Most trajectories leading to the (4+2) product were terminated when rC2–C8 < rform, which corresponds 

to the case where the C2–C8 bond forms after the C1–C5 bond. On the other hand, some trajectories 

explored the region where rC2–C8 < rform, which corresponds to the case where the C2–C8 bond forms 

before the C1–C5 bond. 

 

3.4.4 Kinetic simulations 

Figure 3.5 shows the time propagation of the populations of all chemical species computed 
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by applying the RCMC method in the time range from 10–14 to 1016 s. Figures 3.5a and 3.5b 

correspond to the reaction path network without and with dynamical bifurcations, respectively. For 

the latter case, the rate constants incorporate the AIMD branching ratios, as described in the Method 

section. In the kinetic simulations, the temperature was set to 298.15 K, and the initial population was 

set to 1.0 for one of the reactant MINs.  

As shown in Figure 3.5a, the population of the reactant is almost 1.0 from 10–14 to 10–4 s. 

Subsequently, the reaction proceeds in 10–3 s, and the (4+2) product is obtained with a population of 

1.0. The population of the (2+2) product is zero in 100 s, which is near the experimental timescale, 

because there are no paths connecting the reactant to this product in the reaction path network based 

on the IRC paths. On the other hand, in the reaction path network with dynamical bifurcations, the 

populations of the (4+2) and (2+2) products at 100 s are 0.910 and 0.090, respectively (Figure 3.5b). 

This is qualitatively consistent with the experimental observation that the (2+2) product is a byproduct. 

Such a comprehensive discussion, including the short-lifetime process of molecular motion beyond 

the TS bifurcating to products and long-lifetime process accompanying bond reorganizations, is 

realized for the first time using the present methodology.  

Notably, this study aims to discuss how ambimodal TSs affect the kinetic behaviors on the 

reaction path network. Therefore, a quantitative reproduction of the experimental values is beyond 

the scope of this study. Although it is better to calculate more accurate rate constants taking higher-

order electron correlations, variational effects in TST, multi-dimensional tunneling effects, 

anharmonicity in the initial sampling of AIMD, and so on into account, such calculations are 
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computationally impractical in the case using the reaction path network including thousands of 

elementary reactions, and, thus, are not performed in this study. 

The ratio of the (2+2) product (0.090) in Figure 3.5b is slightly larger than the AIMD 

branching ratio of the (2+2) product from TS1 (0.087) in Table 3.1. This difference is due to the 

existence of TS2, which has a slightly higher energy than TS1. This result verifies the importance of 

considering multiple TSs in a reaction path network to understand the experimental reaction yields. 

Note that the effect of multiple TSs is not discussed in the conventional AIMD simulation from a 

single TS. 

 

 

Figure 3.5. Time propagation of the populations of all chemical species from 10–14 to 1016 s in the 

reaction path network (a) without and (b) with dynamical bifurcations. 

 

As shown in Figure 3.5, in timescales longer than 1012 s, the ratio of the two products is 
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(4+2):(2+2) = 0.24:0.76. In other words, the populations are the same in the models with and without 

dynamical bifurcations. This corresponds to the ratio of the Boltzmann distribution at 298.15 K, 

which is caused by the thermal equilibrium between the (4+2) and (2+2) products at 1013 s. This result 

clearly indicates that dynamical bifurcations affect the populations only until 1012 s. In other words, 

the existence of a high-energy barrier that cannot be overcome in the experimental timescale is 

necessary to observe the effect of the dynamical bifurcations from TS1 and TS2 in this reaction. 

Notably, the timescale considered in the simulation exceeds the experimental reaction time, and the 

present search focusing on kinetically feasible paths under the given reaction conditions might have 

missed paths that occur in the longer timescale than the experimental reaction time. 

Table 3.2 shows the rate constants of the elementary reactions leading from the reactant to 

the (2+2) or (4+2) product. The rate constants are calculated using four models: the lowest conformer 

to multiple transition states (LC-mTS)-IRC model, LC-mTS-Bif model, RCMC-IRC model, and 

RCMC-Bif model (i.e., the present method). In the LC-mTS-IRC model, the rate constants of the 

processes leading to the IRC product (i.e., (4+2) product) via TS1 and IRC product via TS2 are first 

calculated using eq 1 and then summed. In the LC-mTS-Bif model, four rate constants, namely the 

rate constants of the processes leading to the (2+2) product via TS1, (4+2) product via TS1, (2+2) 

product via TS2, and (4+2) product via TS2 are first calculated using eq 2 and then the sum for each 

product is obtained. In both models, the relative Gibbs free energy of the most stable reactant 

conformer was used as ΔGR in eq 1 or eq 2. In the RCMC-IRC and RCMC-Bif models, the rate 

constants are calculated by applying the RCMC method to the reaction path network without and with 
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dynamical bifurcations, respectively. As indicated in Table 3.2, the rate constant of the process 

leading to the (4+2) product in the RCMC-IRC model is about four times smaller than that in the LC-

mTS-IRC model. This is because the existence of multiple reactant conformers in the reaction path 

network stabilizes the reactant state. On the other hand, the rate constant of the process leading to the 

(2+2) product is almost zero in both the LC-mTS and RCMC-IRC models since there is no IRC path 

connecting the reactant and (2+2) product. The LC-mTS-Bif model gives a non-zero value for the 

rate constant of the process leading to the (2+2) product, although the effect of multiple reactant 

conformers is excluded. The RCMC-Bif model also gives a non-zero rate constant for the process 

leading to the (2+2) product. Moreover, both rate constants are about four times smaller than those 

obtained using LC-mTS-Bif model. This indicates that the present method provides rate constants 

that include the effects of both dynamical bifurcations and multiple conformers in the reaction path 

network.  
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Table 3.2. Rate constants of the elementary reactions leading from the reactant to the (2+2) and (4+2) 

products calculated using the lowest conformer to multiple transition states-intrinsic reaction 

coordinate (LC-mTS-IRC), LC-mTS-bifurcation (Bif), rate constant matrix contraction (RCMC)-IRC, 

and RCMC-Bif models.a  

 LC-mTS-IRC [s–1] LC-mTS-Bif [s–1] RCMC-IRC [s–1] RCMC-Bif [s–1] 

(4+2) 1.51 × 105 1.37 × 105 3.78 × 104 3.44 × 104 

(2+2) 0 1.38 × 104 9.11 × 10–23b 3.46 × 103 

aThe details of each model are explained in the text. bThis very small rate constant represents the 

process of passing through the (4+2) product once before reaching the (2+2) product.  

 

3.5 Conclusion 

In this study, a methodology for performing kinetic simulation on the reaction path network 

including ambimodal TSs was realized by combining kinetic analysis of a reaction path network, 

which deals with slow processes, and AIMD simulations, which deal with fast molecular motions 

after passing a TS. In the present method, the automated search method for ambimodal TSs generated 

a reaction path network that includes ambimodal TSs. This search was limited to Bottleneck paths to 

improve the efficiency and reduce the computational cost. Subsequently, the branching ratios were 

estimated by performing AIMD simulations and then used to evaluate the rate constants. The method 

for including dynamical bifurcations in the rate constants was derived for the first time in this study. 

Finally, a kinetic simulation to trace the time propagation of the population of each chemical species 

was performed using the modified rate constants. 

The present methodology was applied to an intramolecular Diels-Alder reaction, for which 
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the occurrence of dynamical bifurcations has been previously reported. Two ambimodal TSs were 

found in the reaction path network, and the branching ratios were calculated using AIMD simulations. 

The (4+2) product was found to be the major product in both dynamical bifurcations. Finally, kinetic 

simulations were performed for the reaction path network without and with dynamical bifurcations. 

In the case of a reaction path network without dynamical bifurcations, only the (4+2) product was 

obtained. On the other hand, the (2+2) product was also obtained in the analyses based on the reaction 

path network with dynamical bifurcations, which is qualitatively consistent with the generation of the 

(2+2) product in the experiment. In addition, it took 1013 s to reach thermal equilibrium between the 

two products, and the ratio determined by dynamical bifurcations was maintained until 1012 s. The 

present results revealed that the experimental ratio is determined not by the interconversion between 

the products, but by the dynamical bifurcations.  

Not only the most stable TS, but also the metastable TS, contributed to the selectivity 

obtained by the present methodology. Moreover, the overall branching ratio when dynamical 

bifurcations occur from two energetically competing TSs can be estimated, which is difficult to 

achieve using only AIMD-based analyses. Finally, the present methodology enables the calculation 

of rate constants that include two effects: multiple conformers in the reaction path network and 

branching ratio. Thus, this methodology is expected to be used in the analysis of various chemical 

reactions involving dynamical bifurcations in the future. 
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4. Machine learning assisted kinetic analysis of reaction 

path networks including dynamical bifurcations 

 

 

4.1 Introduction 

Chemical reactions are analyzed theoretically based on the potential energy surface (PES). 

Reactants, intermediates, and products corresponding to minima (MINs) on the PES, and transition 

states (TSs) correspond to the first order saddle points on the PES. The intrinsic reaction coordinate 

(IRC) is widely used to characterize reaction paths (1-3). An IRC path is defined as a steepest descent 

path in mass-weighted coordinate from a TS. The transition state theory (4-5) gives a rate constant 

for an elementary reaction represented by an IRC path. Recent development of automated reaction 

path search methods such as the artificial force induced reaction (AFIR) method has enabled to 

construct a reaction path network, in which several MINs on the PES are connected by IRC paths (6). 

By solving rate equations for a reaction path network, kinetic simulations considering all possible 

elementary process has also become possible. 

This analysis based on the PES is very efficient to investigate reaction mechanisms but does 

not include the effect of nuclear momentum (7). Dynamical bifurcations are phenomena in which 

ensemble of trajectories passing through a TS bifurcate to multiple MINs (8,9). The IRC path cannot 

describe a dynamical bifurcation because it does not bifurcate. Therefore, theoretical analyses based 

on reaction path networks give incorrect conclusions for reactions including dynamical bifurcations. 
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To solve this problem, I have developed a method to perform a kinetic analysis for a 

reaction path network including dynamical bifurcations (10). This method consists of three methods; 

an automated method to search for dynamical bifurcations using the AFIR method (11), ab initio 

molecular dynamics (AIMD) simulations to compute branching ratio, and a method to incorporate 

branching ratio (12) into rate constants. This method showed that the dynamic effect is important in 

reaction selectivity in an intramolecular Diels-Alder reaction. However, the method requires massive 

AIMD trajectory calculations, which makes the method difficult to apply large reaction path networks 

including several dynamical bifurcations. Therefore, a method to estimate branching ratios without 

AIMD calculations is necessary. 

In 1992, Carpenter proposed a simple model to predict branching ratio for the first time 

(13). Carpenter supposed that the direction of eigenvector corresponding to the imaginary frequency 

relates to the branching ratio, and a model to estimate branching ratio by computing inner products 

between the imaginary frequency vector and a vector from the TS to each product MINs. In 2018, 

Houk et al. reported that there is a relationship between branching ratio of dynamical bifurcations for 

cycloadditions and differences between lengths of two bonds related to two products (14). In 2020, 

Goodman et al. proposed a model which assumed that trajectories passing through a TS go straight 

along the imaginary frequency mode and trajectories bifurcate at a TS connecting two products in 

two-dimensional internal coordinate space (15). In 2021, Srnec et al. proposed a model to predict 

branching ratio based on the kinetic energy at the TS (16). However, three models except for 

Carpenter’s model use the information of breaking and forming bonds during the reaction, which 
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makes it difficult to apply the model to reaction path network including MINs for which it is difficult 

to define bonds. In dynamical bifurcations, the shape of PES decides the trajectories, and therefore it 

is expected that the branching ratio can be estimated without bond information by using the 

information of PES. Instead, this study aims at constructing a machine learning (ML) model for 

prediction of branching ratios based on the PES and applying it to the kinetic analysis of reaction path 

networks. 

 

4.2 Methodology 

4.2.1 Descriptors for machine learning 

The constructed model predicts a branching ratio by AIMD calculation for a dynamical 

bifurcation using the information about four geometries; a TS from which the dynamical bifurcation 

occurs (TSr), MINs for two products (MINP1 and MINP2), and a TS connecting MINP1 and MINP2 

(TSi). Next, descriptors used in this study is explained. At first, two unit vectors 𝐞𝑥1 and 𝐞𝑥2. are 

generated by performing Gram-Schmidt orthonormalization to the two imaginary frequency vectors 

for TSi and TSr. Then, four geometries TSr, TSi, MINP1 and MINP2 are projected to a two-dimensional 

space constructed by 𝐞𝑥1 and 𝐞𝑥2. In this time, the coordinate for TSr is set to (0,0), and 𝐞𝑥1 and 𝐞𝑥2 

are appropriately reversed so that 𝑥1 for MINP1 is always positive, and 𝑥2 for MINP1 is always larger 

than 𝑥2 for MINP2 for each reaction. And 𝑥1 and 𝑥2 for TSi, MINP1 and MINP2 are used as descriptors. 

In addition, potential energies for TSi, MINP1 and MINP2 relative to that for TSr and the number of 

atoms are used as descriptors. 
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4.2.2 Application to the automated search for dynamical bifurcations 

Here, a procedure to apply the constructed model is described. Currently, reaction path 

networks generated by AFIR method are sometimes not composed by IRC paths to reduce the 

computational cost (17). Instead of IRC paths, paths traced by the AFIR method (called AFIR paths) 

are relaxed by the locally updated plane (LUP) method to give so called LUP paths, which is used to 

construct reaction path networks. Normally, the energy maximum of a LUP path called a path top 

(PT) is not the actual TS. The previously developed automated dynamical bifurcation search method 

cannot be applied to LUP-based reaction path networks since the method judges sets of AFIR paths 

giving a common TS as dynamical bifurcations (11). Therefore, this study introduces a scheme to 

search for dynamical bifurcations for a LUP-based reaction path network based on the ML model. 

Normally, dynamical bifurcations giving two products are hidden as a pair of two LUP 

paths, one connects a reactant MIN and a product MIN, and the other connects the product MIN and 

another MIN corresponding to the bifurcation product. This scheme finds all possible pairs of LUP 

paths and apply the ML model to compute branching ratios for them. Finally, the kinetic analysis 

mentioned above is applied using the computed branching ratios. This scheme automatically excludes 

non-dynamical bifurcations because the branching ratio is predicted as 1.0:0.0. In other words, this 

scheme performs the automated search for dynamical bifurcations and Prediction of branching ratios 

simultaneously. 

Figure 4.1 shows an example using a model network in which 5 minima are connected by 

5 PTs. Let’s consider examining the occurrence of dynamical bifurcations from PT1. There are three 
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pairs of LUP paths; PT1 and PT2, PT1 and PT3, and PT1 and PT4. Then, branching ratios for the 

three pairs using the ML model. Finally, three branching ratios are merged into an overall branching 

ratio. In this case, the branching ratio of MIN5 is zero, which indicates that no trajectories would 

reach MIN5. 

 

 

Figure 4.1. A schematic picture explaining the scheme of the network analysis using the machine 

learning model.  

 

4.3 Computational Details 

4.3.1 Construction of the dataset 

50 reactions collected by Goodman et al. (15) are used as a dataset. TSr, TSi, MINP1 and 

MINP2 for each reaction were optimized. IRC calculations were performed from optimized TSs, and 

5 reactions whose IRC paths does not connect desired geometries were excluded from the dataset. 

Then, descriptors described above were computed for these reactions. As objective variables, 

branching ratios computed from AIMD calculations in previous reports are used. In addition, dataset 

includes two data for one reaction, because there are two options about which MIN should be assigned 
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as MINP1. In summary, the dataset including 90 data were finally obtained. The quantum chemical 

methods were decided depending on what methods are used in AIMD calculations in previous papers, 

as shown in Table 4.1. All electronic structure calculations were performed using Gaussian16 (18), 

and geometry optimizations were performed using the developer version of GRRM (19). 

 

Table 4.1. Level of theories for 45 reactions used to construct a database. 

Number Reference Level of theory 

1 Houk2007 (20) B3LYP/LanL2DZ (for Sn) 6-31+G(d) (for H, C, O, P and Cl) 

2 Houk2007 (20) B3LYP/LanL2DZ (for Sn) 6-31+G(d) (for H, C, O, P and Cl) 

3 Houk2007 (20) B3LYP/6-31+G* 

4 Houk2007 (20) B3LYP/6-31+G* 

5 Houk2003 (21) B3LYP/6-31G(d) 

6 Houk2003 (21) B3LYP/6-31G(d) 

7 Houk2003 (21) B3LYP/6-31G(d) 

8 Houk2003 (21) B3LYP/6-31G(d) 

9 Singleton2008 (22) MPW1K/6-31+G(d,p) 

10 Singleton2008 (22) MPW1K/6-31+G(d,p) 

11 Singleton2008 (22) MPW1K/6-31+G(d,p) 

12 Singleton2008 (22) MPW1K/6-31+G(d,p) 

13 Yamataka2010 (23) HF/6-31G(d) 

14 Yamataka2010 (23) HF/6-31G(d) 

15 Yamataka2010 (23) HF/6-31G(d) 

16 Yamataka2011 (24) B3LYP/6-31+G(d) 

17 Yamataka2011 (24) B3LYP/6-31+G(d) 

18 Yamataka2011 (24) B3LYP/6-31+G(d) 

19 Yamataka2011 (24) B3LYP/6-31+G(d) 

20 Yamataka2011 (24) B3LYP/6-31+G(d) 

21 Yamataka2011 (24) B3LYP/6-31+G(d) 

22 Wang2009 (25) B3LYP/6-311+G(d,p) 

23 Singleton2005 (26) B3LYP/6-311+G(d,p) 

24 Singleton2006 (27) MPW1K/6-31+G(d,p) 

25 Singleton2006 (27) MPW1K/6-31+G(d,p) 

26 Houk2017 (28) B3LYP/6-31G(d) 
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27 Houk2018 (29) B3LYP/6-31+G(d,p) 

28 Houk2018 (29) B3LYP/6-31+G(d,p) 

29 Houk2018 (29) B3LYP/6-31+G(d,p) 

30 HoukNature (30) B3LYP/6-31G(d) 

31 Zhang2012 (31) M06/LanL2DZ (for Au) 6-31+G(d) (for H, C and P) 

32 Tantillo2019 (32) B3LYP/6-31+G(d,p) 

33 Tantillo2019 (32) B3LYP/6-31+G(d,p) 

34 Tantillo2019 (32) B3LYP/6-31+G(d,p) 

35 Tantillo2019 (32) B3LYP/6-31+G(d,p) 

36 Tantillo2010 (33) B3LYP/6-31+G(d,p) 

37 Tantillo2019-2 (34) B3LYP/6-31G(d) 

38 Tantillo2019-2 (34) B3LYP/6-31G(d) SCRF=(PCM,Solvent=Toluene) 

39 Tantillo2019-2 (34) B3LYP/6-31G(d) SCRF=(PCM,Solvent=1-Butanol) 

40 Tantillo2019-2 (34) 
B3LYP/6-31G(d) SCRF=(PCM,Solvent=n,n-

DiMethylFormamide) 

41 Tantillo2019-2 (34) B3LYP/6-31G(d) SCRF=(PCM,Solvent=Water) 

42 Datta2018 (35) B3LYP/6-31G(d) 

43 SilvaLopez2017 (36) UM062X/Def2SVP 

44 SilvaLopez2017 (36) UM062X/Def2SVP 

45 Singleton2012 (37) B3LYP/6-31+G(d,p) 

 

4.3.2 Details about machine learning 

The random forest regression (RFR) model (38) and the support vector regression (SVR) 

(39) model were used in this study. Hyperparameters for each model was decided based on the grid 

search. In the RFR model, “None” was used as max_depth, “sqrt” was used as max_features, 1 as 

used as min_sample_leafs, 2 as used as min_sample_split, and 75 was used as n_estimators. In the 

SVR model, 10.0 was used as C, 0.001 was used as epsilon, “scale” was used as gamma, and “rbf” 

was used as kernel. When evaluating hyperparameters, training using the 72 random data and 

computation of R2 score using the rest 18 data were repeated five times, and the average of R2 score 

was used to evaluate each model. RFR and SVR were performed using Python (ver. 3.11) and scikit 
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learn (ver. 1.3.0) (40). 

 

4.4 Results 

4.4.1 Two dimensional descriptors 

Figure 4.2 shows plots of TSr, TSi, MINP1 and MINP2 for four example reactions in 𝑥1-𝑥2 

space, in which 𝑥1 corresponds to the imaginary frequency mode for TSr, and 𝑥2 corresponds to the 

vibrational mode perpendicular to 𝑥1 . Example 1 is a a deazetization reaction giving two 

symmetrically equivalent semibullvalenes (35), example 2 is a Diels-Alder reaction between 2-

vinylfuran and 3-methoxycarbonylcyclopentadienone (22), example 3 is an asymmetric 

cycloaddition reaction including proton transfer (29), and example 4 is a Schmidt reaction (23). The 

plot for example 1 shown in Figure 4.2a indicates that 𝑥2 of both TSr and TSi are zero, and the points 

for MINP1 and MINP2 are symmetrical about 𝑥1 -axis. This corresponds to the fact the PES is 

symmetrical and the two products are obtained in equal amounts. In contrast to example 1, the plots 

for the other three reactions shown in Figure 4.2b-d are asymmetrical, which is consistent with the 

fact that the branching ratios for example 2-4 are not equivalent. In addition, the points for both 

MINP1 and MINP2 are located in 𝑥2 > 0 only for example 4. This seems to be because the reaction 

path is highly curved and linear coordinate transformation does not work well to describe this reaction. 
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Figure 4.2. Plots of TSr, TSi, MINP1 and MINP2 for four example reactions in 𝑥1 -𝑥2  space. Pink 

circles and blue diamonds represent TSs and MINs, respectively. Branching ratios are also shown on 

the plots. 

 

4.4.2 Performance of machine learning models 

Next, the ML models were trained using the descriptors computed above. The averaged 

R2 scores for the best hyperparameters are 0.41 for SVR and 0.60 for RFR. In the following, the 
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RFR model which gives better score than SVR was discussed. In Figure 4.3, the predicted 

branching ratios of P1 for train data and test data are plotted against the actual branching ratios. The 

90 data was randomly split to train data and test data five times, and Figure 4.3a shows the case 

for the best R2 score, while Figure 4.3b shows the case for the worst R2 score. For the best case, 

the model predicts well even for the test data, which was not used for training. On the other hand, 

in the worst case, the predict ratios tended to be close to 0.5. 

 

 

Figure 4.3. Plots for the predicted branching ratios of P1 for train data and test data against the actual 

branching ratios. (a) shows the plot for the best case and (b) shows that for the worst case. Red points 

are for the train data, while blue points are for the test data. 

 

Next, the importance of descriptors was evaluated in Figure 4.4. Figure 4.4 indicates that 

𝑥2 of TSi is quite important to predict branching ratios. This can be understood as follows. Ensemble 
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of trajectories passing through TSr bifurcates when reaching to TSi, which corresponds to a dividing 

surface of two products. For symmetrical reactions like example 1 in Figure 4.1, trajectories bifurcate 

at TSi in equal amounts because 𝑥2 of TSi is equal to that of TSr. On the other hand, in reactions in 

which 𝑥2 of TSi is smaller than that of TSr, like example 2, more trajectories reach the P1 side of TSi, 

which makes P1 the major product. Similarly, reactions in which 𝑥2 of TSi is larger than that of TSr, 

like example 3 corresponds to the excess of P2. In this reason, 𝑥2 of TSi has a significant effect on 

branching ratio. 

 

Figure 4.4. A bar graph showing the importance of each descriptor. 

 

4.4.3 Application to reaction path networks 

The constructed ML model was applied to the kinetic analysis of reaction path networks. 

At first, a reaction path network for an intramolecular reaction (21) studied in my previous study (41) 
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was reanalyzed by using the ML model. Figure 4.5 shows the result for this reaction. This reaction 

gives two products, the (4+2) product and the (2+2) product from a reactant shown in Figure 4.5a, 

and the experimental selectivity of (4+2):(2+2) was 3.5:1.0. In Figure 4.5b, the reaction path network 

at ωB97X-D/6-31+G(d) level is shown. As shown in Figure 4.5c, the automated search method based 

on the AFIR method found two dynamical bifurcations. Figure 4.5c also shows that branching ratios 

computed by AIMD calculations and the ML model. The AIMD calculations showed that the (4+2) 

product was major for the two dynamical bifurcations, which was successfully reproduced by the 

present ML model. In addition, the ML model reproduced the trend that more AIMD trajectories from 

TS2 reached the (2+2) product than those from TS1. Finally, the kinetic analysis based on the rate 

constant matrix contraction method was performed based using the branching ratios predicted by the 

branching ratio. Figure 4.5d shows the plot of populations of chemical species in the network against 

time. In the plot, the reactant has a population of 1.0, and then reaction occurred to give the (4+2) 

product and (2+2) product with populations of 0.93 and 0.07, which is qualitatively consistent with 

the experiment (25). In summary, the kinetic analysis of a reaction path network including dynamical 

bifurcations without the AIMD calculations was realized using the ML model. 



 

                                        4. Machine learning assisted kinetic analysis 

 

Figure 4.5. The results analyzed by the machine learning model for an intramolecular Diels-Alder 

reaction. (a) show a reaction formula for this reaction. (b) shows a reaction path network. Structural 

formulae for some compounds are also shown. (c) shows dynamical bifurcations included in the 

network. Branching ratios based on the machine learning model or ab initio molecular dynamics 

simulations are also shown. (d) shows a plot for populations of each chemical species included in 

the network against time. 
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Finally, a reaction path network for retrosynthesis of difluoroglycine (42) was analyzed and 

summarized in Figure 4.6. Figure 4.6b shows the reaction path network at ωB97X-D/def2-SV(P) 

level. The solvent effect of THF is included using the SMD model. The network was computed to 

search for all reactant candidates yielding difluoroglycine kinetically, and the experimental reaction 

design has been performed based on this network (42) (Figure 4.6a). Hereafter, the analysis was 

performed focusing one of the reactants shown in the right of Figure 4.6c. The reactant gives 

difluoroglycine through a series of reaction paths shown in Figure 4.6d. Because the network is 

constructed based on LUP paths, the ML-based analysis mentioned in the methodology section was 

applied. It was found that the reaction yield of difluoroglycine from the reactant was 0.83 (83 %) 

without dynamical bifurcations, while that with dynamical bifurcations was 0.73 (73 %). This 

indicates that the effect of dynamical bifurcations decreased the yield. These results showed that the 

effect of dynamical bifurcations was important even for the reaction path network used in the recent 

reaction design. 

Figure 4.6d shows one of the dynamical bifurcations occurred in reaction paths shown in 

Figure 4.6c. 10 AIMD trajectories were computed for this dynamical bifurcation, and it was found 

that all trajectories reached to P1. This indicates that the ML model sometimes regards a non-

dynamical bifurcation as a dynamical bifurcation, probably because the dataset used in training does 

not include non-dynamical bifurcations. Therefore, the ML model should be improved by including 

non-dynamical bifurcations in future study. 
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Figure 4.6. The results analyzed by the machine learning model for retrosynthesis of 

difluoroglycine. (a) shows a reaction scheme for retrosynthesis of difluoroglycine, (b) shows a 

reaction path network for retrosynthesis of difluoroglycine, (c) shows a series of reaction paths from 

reactants to difluoroglycine, and (d) shows a dynamical bifurcation which affect the yield of 

difluoroglycine from the reactant. 
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4.5 Conclusion 

This study aims at developing a ML model to predict branching ratios to accelerate the 

kinetic analysis of reaction path network including dynamical bifurcations. The constructed model 

predicts branching ratios based on four geometries, TSr, TSi, MINP1 and MINP2. The ML model was 

first applied to a reaction path network for an intramolecular Diels-Alder reaction. It was found that 

the experimental yield was reproduced using the kinetic analysis using the ML model. In addition, a 

scheme to perform the automated search for dynamical bifurcations and computation of branching 

ratio simultaneously was proposed to analyze LUP-based reaction path networks. This scheme was 

applied to a reaction path network for retrosynthesis of difluoroglycine, and it was found that the 

effect of dynamical bifurcations was important even for the reaction path network used in the recent 

reaction design. On the other hand, the limit of the ML model was also revealed. In the future, it is 

hoped to improve the accuracy of the ML model by including non-dynamical bifurcations in the 

dataset. 
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5. An exploration of downhill bifurcations for [3,3]-

sigmatropic rearrangement by finding the transition 

from an uphill bifurcation to a downhill bifurcation 

 

5.1 Introduction 

In recent years, dynamical bifurcation, in which an ensemble of trajectories passing through 

a transition state (TS) bifurcates into multiple minima, has attracted attention in various fields of 

chemistry (1–3). Dynamical bifurcation is sometimes called downhill bifurcation because the 

bifurcation occurs on the way down from the TS. In this case, there is only one TS despite two 

different products, and such TS is consequently called an ambimodal TS (4–5) . 

Downhill bifurcations are characterized by a pair of reactions that occur simultaneously. In 

previous studies, downhill bifurcations have been observed for various reaction pairs (6–18) . 

Examples of these reaction pairs are pericyclic reactions such as two [4+2] cycloadditions (19), [4+2] 

and [2+2] cycloadditions (20), [4+2] and [6+4] cycloadditions (21), two [6+4] cycloadditions 

(22),two [3,3]-sigmatropic rearrangements (23), and others (24–26). However, downhill bifurcations 

have yet to be reported for many reaction pairs. Therefore, it would be interesting to explore the 

prevalence of downhill bifurcations in chemical reactions. Additionally, downhill bifurcations 

decrease the reaction yield of the target product (27) . Thus, exploring novel downhill bifurcations is 

also necessary from the viewpoint of achieving full control over chemical reactions. 

In quantum chemistry, downhill bifurcations are located by analyzing the potential energy 

surface (PES). For example, the occurrence of a downhill bifurcation can be indicated by a point, 
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called valley–ridge transition (VRT) point, where the shape of the PES orthogonal to the intrinsic 

reaction coordinate (IRC) changes from a valley to a ridge (6,28). Ab initio molecular dynamics is 

also helpful because it can deal with dynamic effects on product selectivity for downhill bifurcations 

(1). Recently, I proposed an automated search for downhill bifurcations based on a theoretical method 

called the artificial force induced reaction (AFIR) method (29). 

The occurrence of a downhill bifurcation in a PES depends on various perturbations, such 

as functional group substitution, atom replacement, and mechanical force. For example, Marx et al. 

used metadynamics simulations under a mechanical force to investigate the ring-opening reaction of 

cyclopropane derivatives (30). They reported that changing the substituent or applying a mechanical 

force changes an uphill bifurcation (31), which occurs along the path climbing up from the reactants, 

to a downhill bifurcation. Investigating the generality of this phenomenon is important for 

understanding the selectivity of chemical reactions including downhill bifurcations. In particular, it 

is interesting to examine its occurrence in pericyclic reactions, for which various downhill 

bifurcations have already been studied. To achieve this, an approach to systematically explore the 

occurrence of this phenomenon in a PES is required. The metadynamics approach mentioned above 

is one of the most promising ways to analyze this phenomenon (30,32,33). Here, I propose a more 

convenient alternative method for evaluating the occurrence of this phenomenon based on the AFIR 

method and apply it to three model sigmatropic rearrangement reactions. 

First, I explain the mechanism of the transition from an uphill bifurcation to a downhill 

bifurcation. Then, I propose a practical method applicable to actual molecules using a force-modified 
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PES (FMPES) (34), in which a linear potential is applied to the PES along the reaction coordinate. 

This method confirms the occurrence of transition from uphill bifurcation to downhill bifurcation by 

checking the merging of the TSs of the two reaction paths. Application of the proposed method to the 

three model reactions shows that perturbations can cause downhill bifurcations in some sigmatropic 

rearrangement reactions. 

 

5.2 Theory 

I begin by explaining the mechanism of the transition from an uphill bifurcation to a 

downhill bifurcation, hereafter called uphill–downhill transition (UDT), using the ideal model 

potential shown in Equation (5.1).  

𝑉(𝑥, 𝑦) = −
1

2
𝜆(𝑥 − 𝑥0)

2 −
1

2
𝑐𝑥𝑦2𝑥𝑦

2. (5.1) 

This potential consists of two independent terms: the first term defines the shape of the PES along 

the reaction coordinate x, and the second term defines the shape of the PES along the vibrational 

coordinate y perpendicular to x. λ > 0.0 is the force constant along the x-axis and 𝑐𝑥𝑦2 > 0.0 is the 

coefficient of the second term. Because λ > 0.0, the first term represents an upward convex harmonic 

potential in the x direction with the energy maximum located at x = x0. The second term represents a 

vibrational mode orthogonal to x with curvature −𝑐𝑥𝑦2𝑥. The sign of −𝑐𝑥𝑦2𝑥 changes from positive 

to negative at x = 0.0, which is the VRT point. The VRT point is located before the energy maximum, 

meaning that the bifurcation occurs on the way up the reaction path, i.e., an uphill bifurcation (Figure 

5.1, left). V’(x, y) is the potential obtained by adding a linear potential in the x direction to V, as shown 

in Equation (5.2).  
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𝑉′(𝑥, 𝑦) = 𝑉(𝑥, 𝑦) − 𝛼𝑥 =  −
1

2
𝜆 (𝑥 − (𝑥0 −

𝛼

𝜆
))
2

−
1

2
𝑐𝑥𝑦2𝑥𝑦

2 +
𝛼2

2𝜆
− 𝛼𝑥0, (5.2) 

where α > 0 is the coefficient of the linear potential. The linear potential is one of the simplest 

approximate potentials that expresses the application of a constant mechanical force to the molecule 

or a change in the stability of the reactant relative to the product due to chemical modification. The 

second term representing the curvature perpendicular to the reaction coordinate is the same as that in 

Equation (5.1), even if a linear force is applied along the x-axis because the linear potential term is 

orthogonal to the vibrational coordinate. This implies that the linear force does not change the location 

of the VRT (x = 0.0). In contrast, considering the first term, the location of the energy maximum 

along the x-axis shifts in the reactant direction, which corresponds to Hammond’s postulate. If 𝑥0 −

𝛼

𝜆
< 0, the VRT moves down the reaction path, i.e., the uphill bifurcation changes to a downhill 

bifurcation (Figure 5.1, right). In other words, a UDT is caused by a shift in the position of the energy 

maximum toward the reactant owing to the addition of a linear potential along the reaction coordinate, 

which corresponds to a constant mechanical force or destabilization of the reactant through 

substitution of an atom or substituent. 
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Figure 5.1. Schematic illustration of the uphill–downhill transition (UDT) mechanism. The left and 

right diagrams show the model potential energy surfaces (PESs) for the uphill and downhill 

bifurcations, respectively. Transition state (TS) points, valley–ridge transition (VRT) points, and a 

second-order saddle point (SOSP) are indicated on the 2D PES. 

 

Based on the mechanism above, I propose a method for determining the occurrence of a 

downhill bifurcation by checking the occurrence of a UDT in two given reaction paths using a FMPES 

consisting of the original PES term and an additional force term. In this study, the FMPES is 
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represented by the AFIR function (Equation (5.3)), which was originally developed as an automated 

reaction path search method (35,36).  

𝐹(𝐐) = 𝐸(𝐐) + 𝜌𝛼
∑ ∑ 𝜔𝑖𝑗𝑟𝑖𝑗𝑗∈𝑌𝑖∈𝑋

∑ ∑ 𝜔𝑖𝑗𝑗∈𝑌𝑖∈𝑋
. (5.3) 

E(Q) is the PES of the 3N (N is the number of atoms) coordinate Q of the molecule, rij is the distance 

between the i-th and j-th atoms, and X and Y are the fragments to which the artificial force is applied. 

The second term represents the force that pulls apart or pushes together X and Y. ρ is the sign of the 

force and is set to either 1 (push) or -1 (pull). ωij is a weight function defined by  

𝜔𝑖𝑗 = [
𝑅𝑖 + 𝑅𝑗

𝑟𝑖𝑗
]

6

, (5.4) 

where Ri and Rj are the covalent radii of the i-th and j-th atoms, respectively. Α is a parameter 

representing the strength of the force, defined by 

𝛼 =
𝜂

[2−
1
6 − (1 + √1 +

𝜂
𝜖)

−
1
6

] 𝑅0

, (5.5)

 

where R0 and ε are the Leonard–Jones parameters for Ar–Ar, which are 3.8164 Å and 1.0061 kJ mol-

1, respectively. In most of the previous papers (35,36), γ is used to denote the model collision 

parameter for the AFIR method, which corresponds to the magnitude of the artificial force. However, 

in this study, γ is a parameter for the reaction path search, and the model collision parameter 

describing the force for the FMPES is denoted by η. Hereafter, FMPES (η = x kJ mol-1) indicates a 

FMPES with the parameter η = x kJ mol-1. Based on the hypothesis above, the proposed method 

applies an artificial force along the reaction coordinate corresponding to a mechanical force or 

destabilization of the reactant minimum. The occurrence of a UDT is confirmed by changing η 
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gradually until the reactant minimum vanishes and investigating whether the two TSs merge. This 

procedure allows the detection of a perturbation-induced downhill bifurcation in the target molecular 

skeleton without brute-force calculations for various substituent.  

 

5.3 Computational Details 

3.1. Target model reactions 

In this study, I searched for downhill bifurcations yielding two [3,3]-sigmatropic 

rearrangement products (37) because only one downhill bifurcation has been reported for this type of 

reaction thus far (23). Figure 5.2 shows the three target model reactions for which there are two 

possible [3,3]-sigmatropic rearrangements from one reactant based on the reaction formula. The 

reactants contain a pair of 1,5-hexadiene moieties. The actual experimental activity of these reactants 

is beyond the scope of this study. In Reaction-A, PA1 is obtained when C5–C6 bond formation and 

C1–C2 bond dissociation occur simultaneously, 
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Figure 5.2. Three target reactions with one reactant I and two products (P): (a) Reaction-A, (b) 

Reaction-B, and (c) Reaction-C. Red circles and blue squares indicate atoms in fragment-X and 

fragment-Y, respectively. 

 

and PA2 is obtained when C5–C6 bond formation and C3–C4 bond dissociation occur simultaneously. 

In Reaction-B, PB1 is obtained when C5–C6 bond dissociation and C1–C2 bond formation occur 

simultaneously, and PB2 is obtained when C5–C6 bond dissociation and C3–C4 bond formation occur 

simultaneously. In Reaction-C, PC1 is obtained when C7–C8 bond formation and C1–C2 bond 
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dissociation occur simultaneously, and PC2 is obtained when C5–C6 bond formation and C3–C4 bond 

dissociation occur simultaneously. The two sigmatropic rearrangements have a common bond 

formation or dissociation step (C5–C6) in Reaction-A and Reaction-B and none in Reaction-C. It 

should be noted that the downhill bifurcation observed in a previous theoretical study occurred in 

Reaction-A (23). 

First, the conformers of the reactants for the three reactions were explored using the single-

component (SC)-AFIR method with γ = 100.0 kJ mol−1. Subsequently, the reaction paths (AFIR 

paths) leading to the two products were explored using the SC-AFIR method with γ = 500.0 kJ mol−1 

for Reaction-A and Reaction-C in FMPES (η = 100.0 kJ mol−1) and for Reaction-B in FMPES (η = 

−100.0 kJ mol−1), where a negative η indicates ρ = −1. The obtained AFIR paths were then relaxed in 

the FMPES without an artificial force, i.e., FMPES (η = 0.0 kJ mol−1) using the locally updated plane 

(LUP) method until the energy maxima on the paths became TSs. IRC paths were then calculated 

from the obtained TSs. I further optimized the TSs in FMPESs with different η values by relaxing the 

LUP path obtained in FMPES (η = 0.0 kJ mol−1). For Reaction-A and Reaction-C, η was increased 

by 20 kJ mol−1 from −100 kJ mol−1 until the reactant minimum vanished. For Reaction-B, η was 

decreased by 20 kJ mol−1 from 100 kJ mol−1 until the reactant minimum vanished.  

Based on the hypothesis that a perturbation along the reaction coordinate causes a UDT, I 

applied an artificial force to the reaction coordinate common to the two sigmatropic rearrangements. 

In Reaction-A, a bond is formed between C5 and C6 to yield PA1 and PA2. Thus, I chose C5 as 

fragment-X and C6 as fragment-Y (Figure 5.2). The same fragments were used for Reaction-B 
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because the bond between C5 and C6 is broken in both reactions to yield PB1 and PB2. Because the 

reactions in Reaction-C have no common bond formation or cleavage step, I chose C5 and C7 as 

fragment-X and C6 and C8 as fragment-Y, which correspond to the bond formation between C5 and 

C6 and that between C7 and C8.  

The semiempirical method GFN2-xTB (38,39) was used only for the initial conformational 

search, and density functional theory (DFT) at the ωB97X-D (40)/def2-SV(P) level was used for the 

subsequent calculations. GFN2-xTB energies and gradients were calculated using the ORCA program 

package (41). DFT energies and gradients were computed using the Gaussian16 program package 

(42). Optimization of the minima and TSs, LUP, and the SC-AFIR explorations were carried out 

using a developmental version of the global reaction route mapping (GRRM) program (43). 

 

5.4 Results 

5.4.1 Optimized Structures 

The optimized structures of the reactant minima (RA, RB, and RC), TSs (TSA1, TSA2, TSB1, 

TSB2, TSC1, and TSC2), and product minima (PA1, PA2, PB1, PB2, PC1, and PC2) in the FMPES (η = 0.0 

kJ mol−1) for the three reactions are shown in Figure 5.3. Two different TSs leading to two different 

products were found for each of the three reactions. In other words, a downhill bifurcation did not 

occur for the original molecules.  
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Figure 5.3. Calculated structures of the reactant minima (RA, RB, and RC), transitions states (TSs) 

(TSA1, TSA2, TSB1, TSB2, TSC1, and TSC2), and product minima (PA1, PA2, PB1, PB2, PC1, and PC2) in 

the potential energy surface at η = 0.0 kJ mol−1 for (a) Reaction-A, (b) Reaction-B, and (c) Reaction-

C. The symmetries of the structures are also shown. 

 

5.4.1 Reaction-A 

Figure 5.4 shows the results obtained by applying the proposed method to Reaction-A. The variation 

of two internal coordinates, the distances between C1 and C2 and between C3 and C4, in geometries 

along the IRC paths from TSA1 and TSA2 at η = 0.0 kJ mol-1 is shown in Figure 5.4a, and that in the 

TSA1 and TSA2 geometries at η = −100.0−120.0 kJ mol−1 is shown in Figure 5.4b. Because the 
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reactant minimum RA disappeared in FMPES (η = 140.0 kJ mol−1), only FMPESs with η up to 120.0 

kJ mol−1 was considered. Figure 5.4a shows that the IRC path from TSA1 connects reactant RA in the 

lower-left region to product PA1 in the lower-right region, whereas the IRC path from TSA2 connects 

reactant RA to product PA2 in the upper-left region. It appears that the two IRC paths initially move 

from RA in the same direction, then bifurcate into two different TSs. 

 

 

Figure 5.4. Variation of the C1–C2 and C3–C4 distances in (a) geometries along the intrinsic reaction 

coordinate (IRC) paths from transition states (TSs) TSA1 and TSA2 in the force-modified potential 

energy surface (FMPES) (η = 0.0 kJ mol-1) and (b) TSA1 and TSA2 geometries in FMPES (η =  

−100.0−120.0 kJ mol−1) of Reaction-A. The two pairs of carbon atoms (C1 and C2 and C3 and C4) 

form bonds along the paths toward products PA1 and PA2. In (b), the values of the artificial force η in 

kJ mol−1 are shown, and the orange diamonds and blue triangles indicate TSA1 and TSA2, respectively. 

The black lines in (a) correspond to the IRC paths, while the black line in (b) connects the TSs. 
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Figure 5.4b shows that the two TSs move to the reactant side (lower-left region) with 

increasing η and optimize to the same geometry (one ambimodal TS) in FMPESs with η > 20.0 kJ 

mol−1. This result indicates that a UDT occurs in Reaction-A upon application of an artificial force, 

and the two TSs merge.  

Figure 5.5 shows the results of the vibrational analysis along the IRC path from TSA1 

(which is equal to TSA2) in FMPES (η = 40.0 kJ mol−1) of Reaction-A. The variation of the 

frequencies of the vibrational modes perpendicular to the IRC path are shown in Figure 5.5a. One of 

the frequencies changes from real to imaginary around s = 0.6 Å amu1/2, indicating the occurrence of 

a VRT along the IRC path. Figure 5.5b shows the plots of the PES and FMPES (η = 40.0 kJ mol−1) 

(E(Q) and F(Q) in Equation (3), respectively) along the IRC path. The energy maxima in the PES 

and FMPES (η = 40.0 kJ mol−1) are located at s = 1.0 Å and 0.0 Å amu1/2, respectively. This indicates 

that the energy maximum moves along the path from the product side to the reactant side by 

destabilizing the reactant using an additional force term. This result supports the mechanism 

underlying the occurrence of a UDT and suggests that the UDT in Reaction-A occurs via chemical 

modification. 
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Figure 5.5. Vibrational analysis along the intrinsic reaction coordinate (IRC) path from transition 

state TSA1 (which is equal to TSA2) in the force-modified potential energy surface (FMPES) (η = 40.0 

kJ mol−1) of Reaction-A. (a) Variation of the frequencies of the vibrational modes orthogonal to the 

IRC path. The red line indicates the frequency of the mode at which the valley–ridge transition (VRT) 

occurs, and the black lines indicate the frequencies of the other modes. (b) Plots of the potential 

energy surface (PES) and FMPES (η = 40.0 kJ mol−1) along the IRC path. The pink dashed lines 

indicate the positions of the energy maxima, and the green dashed line indicates the position of the 
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VRT. The coordinate s = 0.0 Å amu1/2 corresponds to TSA1. The black and red lines show the energy 

variations in the PES and FMPES (η = 40.0 kJ mol−1) along the IRC path, respectively.  

 

In a previous study, a downhill bifurcation occurred when one of the methylene groups was 

substituted with a vinylidene group (23). Figure 5.6 shows the TS of the substituted system as a red 

cross overlaid on Figure 5.4b. The TS of this substituted system is located in the region where the 

two TSs merge into one ambimodal TS upon application of an artificial force. The existence of two 

individual TSs for the unsubstituted system indicates that the previously reported downhill bifurcation 

is caused by a chemical-substitution-induced UDT. 
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Figure 5.6. Variation of the C1–C2 and C1–C2 distances in the transition state (TS) geometries in 

the force-modified potential energy surface (FMPES) (η = −100.0–120.0 kJ mol−1). The TS of the 

substituted system (red cross) is overlaid on Figure 5.4b, and its 3D geometry is shown with the 

atom–atom distances in Å. 

 

5.4.2 Reaction-B  

In contrast to Reaction-A, Reaction-B and Reaction-C have not been reported to exhibit 

a downhill bifurcation. Figure 5.7 shows the results obtained by applying the proposed procedure to 

Reaction-B. The variation of the C1–C2 and C3–C4 distances in the geometries along the IRC paths 

from TSB1 and TSB2 at η = 0.0 kJ mol-1 is shown in Figure 5.7a, and that in the TSA1 and TSA2 

geometries at −260.0 ≤ η ≤ 100.0 kJ mol−1 is shown in Figure 5.7b. Figure 5.7a shows that the IRC 

path from TSB1 connects reactant RB in the upper-right region to product PA1 in the center-left region, 
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whereas the IRC path from TSB2 connects reactant RB’ to product PB2 in the lower-center region. RB’ 

is a conformer of RB, and its three-membered ring is tilted to the left, in contrast to that of RB, which 

is tilted to the right (Figure 5.3b). As shown in Figure 5.7b, two different TSs exist independently 

at η ≥ −20.0 kJ mol−1, while only one TS exists at −240.0 ≤ η ≤ −20.0 kJ mol−1. This suggests that a 

UDT also occurs in Reaction-B upon decreasing η. However, at η = −260.0 kJ mol−1, the TS splits 

into two TSs because there are two reactant conformers, RB and’RB'. Thus, a downhill bifurcation 

occurs on the reactant side, which then transitions to an uphill bifurcation at η = −260.0 kJ mol−1.  

 

Figure 5.7. Variation of the C1–C2 and C3–C4 distances in (a) geometries along the intrinsic reaction 

coordinate (IRC) paths from transition states (TSs) TSB1 and TSB2 in the force-modified potential 

energy surface (FMPES) (η = 0.0 kJ mol-1) and (b) TSB1 and TSB2 geometries in FMPES (η =  

−260.0−100.0 kJ mol−1) of Reaction-B. The two pairs of carbon atoms (C1 and C2 and C3and C4) 

form bonds along the paths toward products PB1 and PB2. In (b), the values of the artificial force η in 
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kJ mol−1 are shown, the orange diamonds and blue triangles indicate TSB1 and TSB2, respectively, and 

the red crosses indicate the TSs of the systems in which C5 or C6 is substituted with nitrogen. 

 

Subsequently, I determined the actual chemical modification that caused the downhill 

bifurcation, which was expected owing to the existence of a UDT. TS optimization was performed 

for the systems in which C5 or C6 was substituted with nitrogen. Optimization yielded only TSs 

whose C1–C2 distance was equal to the C3–C4 distance (red crosses in Figure 5.7b). This suggests 

that the UDT occurred because of the destabilization of the reactant relative to the product upon 

replacement of the C–C bonds with C–N bonds. In other words, a new downhill bifurcation in the 

[3,3]-sigmatropic rearrangement was found using the proposed strategy based on the UDT. These 

results verify that a downhill bifurcation system can be designed by investigating the occurrence of a 

UDT for a given pair of reactions in a molecular skeleton.  

 

5.4.3 Reaction-C 

Figure 5.8 shows the results obtained by applying the proposed method to Reaction-C. 

The variation of the C1–C2 and C3-C4 distances in the geometries along the IRC paths from TSB1 

and TSB2 at η = 0.0 kJ mol-1 are shown in Figure 5.8a, and that in the TSA1 and TSA2 geometries at 

−260.0 ≤ η ≤ 100.0 kJ mol−1 is shown in Figure 5.8b. Figure 5.8a shows that the IRC from TSC1 

connects reactant RC in the lower-left region to product PC1 in the lower-right region, whereas the 

IRC from TSC2 connects RC to product PC2 in the upper-left region. Interestingly, Figure 5.8b shows 
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that TSC1 and TSC2 do not merge when η is increased until RC disappears. This indicates that there 

are systems in which a UDT does not occur. For Reaction-C, this is likely because the two IRC paths 

emerge from RC in different directions, unlike the case in Reaction-A and Reaction-B, that is, 

Reaction-C does not involve an uphill bifurcation. In the chemical sense, the absence of an uphill 

bifurcation appears to correspond to the absence of a common bond formation or cleavage step in the 

two [3,3]-sigmatropic rearrangements. Thus, this result shows that the proposed procedure predicts 

not only the presence of a downhill bifurcation but also its absence in the target molecular skeleton. 

These results show that the proposed method can determine the occurrence of perturbation-

induced downhill bifurcations. Thus, the proposed method is expected to become a powerful tool for 

correctly predicting chemical reaction mechanisms in future chemical reaction design. 
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Figure 5.8. Variation of the C1–C2 and C3–C4 distances in (a) geometries along the intrinsic reaction 

coordinate (IRC) paths from transition states (TSs) TSC1 and TSC2 in the force-modified potential 

energy surface (FMPES) (η = 0.0 kJ mol-1) and (b) TSC1 and TSC2 geometries in FMPES (η = 

−100.0−120.0 kJ mol−1) of Reaction-C. The two pairs of carbon atoms (C1 and C2 and C3and C4) 

form bonds along the paths toward products PC1 and PC2.  In (b), the values of the artificial force η in 

kJ mol−1 are shown, and the orange diamonds and blue triangles indicate TSC1 and TSC2, respectively.  

 

5.5 Conclusion 

In this study, I propose a method for investigating the occurrence of a downhill bifurcation 

for a given pair of chemical transformations in a molecular skeleton. The proposed method is based 

on the mechanism by which the addition of a linear potential along a reaction coordinate changes an 

uphill bifurcation to a downhill bifurcation, that is, a UDT. The method was used to investigate the 

occurrence of a UDT in three model pericyclic reactions, each of which has two possible [3,3]-

sigmatropic rearrangements. TS optimization in a PES without any artificial forces yielded two 
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different TSs for the two different [3,3]-sigmatropic rearrangements for each reaction. This indicates 

that these three reactions do not exhibit a downhill bifurcation and cannot be discussed using 

conventional methods that start with an ambimodal TS search. When an artificial force was applied 

to the PES of Reaction-A, the two TSs merged, indicating the presence of a downhill bifurcation. 

Vibrational analysis of the IRC path supported my hypothesis regarding the occurrence of a UDT. In 

addition, the proposed method confirmed the occurrence of a previously reported downhill bifurcation. 

The proposed method was then applied to Reaction-B and Reaction-C, for which no 

downhill bifurcations have been previously reported. The method revealed the occurrence of a UDT 

in Reaction-B. In addition, I identified the actual chemical modification causing the downhill 

bifurcation, that is, a new type of downhill bifurcation yielding two [3,3]-sigmatropic rearrangement 

products. On the other hand, the method showed the absence of a UDT in Reaction-C, which was 

explained by the difference in the directions of the IRC paths of the TSs emerging from the reactant 

minimum. From the viewpoint of the molecular structure, this appeared to correspond to the absence 

of a common bond formation or cleavage step in the two sigmatropic rearrangements. These 

applications demonstrate that downhill bifurcations can be caused by perturbations, even in pericyclic 

reactions. In the future, the proposed method is expected to be highly useful for mechanistic studies 

and reaction design. 
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6. General Conclusion 

Through this thesis, I realized a comprehensive theoretical analysis of chemical reactions 

including dynamical bifurcations by developing an automated dynamical bifurcation search method, 

a method to perform kinetic analysis on a reaction path network including dynamical bifurcations, 

and a method to detect the possibility of dynamical bifurcations for a given system. 

In Chapter 2, a method to search for dynamical bifurcations based on the artificial force 

induced reaction (AFIR) method was developed. This method judges a set of paths traced by the AFIR 

paths giving a common transition state (TS) as a dynamical bifurcation. The automated method was 

applied to a Diels-Alder reaction between 2-vinylfuran and 3-methoxycarbonylcyclopentadienone, 

and six dynamical bifurcations were successfully explored including the previously reported 

dynamical bifurcation.  

In Chapter 3, a method to perform a kinetic analysis for a reaction path network including 

dynamical bifurcations was proposed. The method performs a kinetic analysis by combining three 

methods; the automated search method of dynamical bifurcations introduced in Chapter 2, the ab 

initio molecular dynamics (AIMD) simulations to compute branching ratios, and a method to compute 

rate constants including dynamical bifurcations. The method was applied to a rection path network 

for an intramolecular Diels-Alder reaction giving two products the (4+2) product and (2+2) product. 

It was found that dynamical bifurcations occurred from two TSs. The AIMD calculations from the 

two TSs showed that the (4+2) product was major in both of the two dynamical bifurcations. The 

kinetic simulation on the network considering dynamical bifurcations was performed and it was found 
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that the effect of dynamical bifurcations was necessary to reproduce the experimental selectivity 

qualitatively. 

In Chapter 4, a machine learning model to predict branching ratios using the information 

of the potential energy surface (PES) was developed. When computing descriptors, four geometries 

characterizing a dynamical bifurcation; a TS in which the dynamical bifurcation occurs (TSr), two 

minima on the PES (MINP1 and MINP2) for two products P1 and P2, and a TS connecting MINP1 and 

MINP2 (TSi), are projected into a two-dimensional space constructed by two imaginary vectors for 

TSr and TSi, and coordinates for them were used as descriptors. The ML model was applied to a 

kinetic analysis of a reaction path network analyzed in Chapter 3, which reproduced the result of the 

kinetic analysis based on the AIMD calculation. In addition, a scheme to perform an automated search 

for dynamical bifurcations and computation of branching ratios simultaneously was proposed and 

applied to a reaction path network for the retrosynthesis of difluoroglycine. It was found that 

dynamical bifurcations were important even in the network used in the recent experimental reaction 

design. 

In Chapter 5, a method to detect dynamical bifurcations caused by perturbations such as 

mechanical forces or substitutions. At first, the mechanism for the occurrence of dynamical 

bifurcations by applying perturbations was explained, and a computational method using an artificial 

force to represent a perturbation was introduced. The method was applied to three model sigmatropic 

rearrangement reactions, and it was found dynamical bifurcations were caused by the perturbation in 

two out of the three reactions. It was found that whether dynamical bifurcations occurred or not 
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depended on the direction of the IRC paths when emerging from the reactant MINs. 

In summary, I developed several methods to analyze chemical reactions including 

dynamical bifurcations. In the future, it is expected that the methods will reveal the importance of 

dynamical bifurcations in various chemical reactions such as organic reactions, catalytic reactions, 

and so on. 
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