HOKKAIDO UNIVERSITY

Title PROPAGATING FRONT SOLUTIONS IN A TIME-FRACTIONAL FISHER-KPP EQUATION
Author (s) Ishii, Hiroshi
Citation Discrete and continuous dynamical systems. Series B
https://doi.org/10.3934/dcdsb. 2024173
Issue Date 2024-11-02
Doc URL https://hdl. handle.net/2115/96163
This article has been published in a revised form in Discrete and continuous dynamical
Rights systems. Series B https://doi.org/10.3934/dcdsb. 2024173, This version is free to download for
private research and study only. Not for redistribution, re-sale or use in derivative works.
Type journal article

File Information

HUCUP_KPP1. pdf

kaido
wo¥ U"/Ls

Hokkaido University Collection of Scholarly and Academic Papers : HUSCAP




PROPAGATING FRONT SOLUTIONS IN A TIME-FRACTIONAL
FISHER-KPP EQUATION

HIROSHI ISHII

ABSTRACT. In this paper, we treat the Fisher-KPP equation with a Caputo-type time
fractional derivative and discuss the propagation speed of the solution. The equation
is a mathematical model that describes the processes of sub-diffusion, proliferation, and
saturation. We first consider a traveling wave solution in studying the propagation of the
solution, but we cannot define it in the usual sense, owing to the time fractional derivative
in the equation. We therefore assume that the solution asymptotically approaches a
traveling wave solution, and the asymptotic traveling wave solution is formally introduced
as a potential asymptotic form of the solution. The existence and properties of the
asymptotic traveling wave solution are discussed using a monotone iteration method.
Finally, the behavior of the solution is analyzed by conducting numerical simulations
based on the results for asymptotic traveling wave solutions.

1. INTRODUCTION

In this paper, we consider the propagation of solutions to a time-fractional evolution
equation

(1.1) O = Uy, + f(u) (>0, z€R),
where u = u(t,x) € R (t >0, x € R), and f: R — R is a monostable nonlinearity
feCIR), f(0)=f(1)=0, flu)>0 (0<u<l),

satisfying the KPP-type condition (named after Kolmogorov, Petrovsky, and Pisku-nov
[27])

flw) < (0)u (0<u<l).

One example is f(u) = u(1 — u). Further, 09 is a Caputo derivative defined as

N o 1 " ou ds
) = g ),

where a € (0,1) and I'(1 — «) is the gamma function with order 1 — a.
The equation with a = 1 corresponds to the Fisher-KPP equation
(1.2) U = Uge + f(u) (£ >0, x €R),

which is a well-known mathematical model used in the study of population dynamics
[14, 15, 27]. A typical structure of propagation phenomena is the traveling wave solution.
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2 H. ISHII

In the general case, a solution w is called a traveling wave solution if there exist a speed
¢ > 0 and a wave profile ¢ € C(R) such that u(t,z) = ¢(z + ct). In the case of the
Fisher-KPP equation, by substituting this expression into the equation and introducing
the moving coordinate & := x + ct, (¢, »(§)) must satisfy

c@'(§) = ¢"(€) + f(6(§)) (£ €R).

As a pioneering work, Fisher [15] considered the case that f(u) = u(1 — u) and found
that there is ¢j > 0 such that (1.2) has a monotone traveling wave solution connecting
from 0 to 1 when ¢ > ¢}, and no such solution when ¢ € (0, ¢}). In addition, Kolmogorov,
Petrovsky, and Piskunov [27] revealed the existence of a traveling wave solution and its
long-time behavior under more general conditions for f(u). Building on this work, studies
have expanded into various areas, such as traveling wave solutions (e.g. [31]), long-time
behavior (e.g. [3]), and entire solutions (e.g. [26]). Here, we note that ¢ = 21/ f/(0)
holds in the case of KPP-type nonlinearity, and it is known that the propagation of the
solution proceeds with the asymptotic highest term ¢}t under suitable conditions [3, 27].

Meanwhile, research on different diffusion processes has expanded into various contexts.
One extension is a spatially nonlocal model of diffusion

(1.3) us = Du] + f(u) (¢t >0, z €R).
Examples of the diffusion term D]u] are the fractional Laplacian [6]:
Dlu] = —(=A)’u (0 <s<1)

and nonlocal diffusion [2, 24]:

/K v —y)(ulty) — ult, 2))dy (K € L'(R)).

In the case of nonlocal diffusion with a rapidly decaying kernel K(z), it has been es-
tablished that results of traveling wave solutions similar to (1.2) can be obtained [9, 11,
12, 34, 38]. In the case of the fractional Laplacian and nonlocal diffusion with slowly
decaying kernels, there has been widespread analysis of traveling wave solutions and so-
lution propagation [4, 5, 22, 35, 36]. In such cases with a monostable nonlinearity such as
f(u) = u(l —u), it is known that (1.3) has no traveling wave solutions [7, 38]. Moreover,
the long-time behavior of the solution has been studied, revealing that the solution prop-
agates more rapidly than O(¢) [7, 21]. As it is not trivial that solution propagation occurs
at O(t) as the cited studies show, it is sometimes questionable whether it is appropriate
to consider traveling wave solutions.

Returning to (1.1), the diffusion equation is modified to include a time-fractional de-
rivative,

O = Uy, (t>0, x€R),

which is called the diffusion-wave equation or the time-fractional diffusion equation. The
fundamental solution G, (t, ) is defined by

X

2,0 (1 Oé)
f\:v!H [4ta

Go(t, z) := (1/2,1) (1, 1>} ’
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where H/'7(z) is Fox’s H-function [13]. According to the properties of Fox’s H function,
the spatial decay rate is given by

G (1.2 ~ o ple/e-a) g (229 270w
e o

(see [13, 32]). It is known that the diffusion is slower than local diffusion [13, 28]. In fact,
as G, satisfies G (t, 7) = t7*/2G,(1,t7*/%x), the variance of the fundamental solution is

/sza(t,x)dx = (/ :BQGa(l,t_“/zz)dx> /2 = (/ $2Ga(1,$)d$> te.
R R R

Therefore, the variance grows at a rate slower than O(t) for the usual diffusion equation
for sufficiently large times ¢ > 0. In addition, it becomes slower as a decreases. To analyze
phenomena with such sub-diffusion and nonlinearity, Equation (1.1) and similar models
have been proposed (e.g., [16, 19, 20, 23, 37]). In particular, model (1.1) was proposed by
23] as a model of anomalous diffusion with linear reaction dynamics. In our context with
fu) = u(l —u), model (1.1) is a natural extension of their model with a newly added
saturation effect.

In analyzing the solution to equation (1.1), we should keep in mind that the dynamical
properties change owing to the time-fractional derivative. As an example, let us consider
the time-fractional Malthus model as the simplest model:

v =_Cv (t>0),
where v = v(t) € R, and ( is a non-zero constant. The solution is given by

v(t) = v(0)Eaa(Ct?),

o0 k
z
where E,5(z) = ——— is the Mittag—LefHler function |25, 28|. Moreover, the
iD= X i) : 25, 28]
asymptotic behavior of F,, ; is
1 1
(14) Ea’l(Z) ~ a eXp(zl/o‘) — m + 0(272) <|Z| — +OO)

(see Section 6 in [25]). Hence, v(t) converges to 0 with polynomial order when ¢ < 0,
and grows exponentially when ¢ > 0. These properties often appear in time-fractional
nonlinear equations when analyzing the decay and shape of characteristic solutions (e.g.
28, 37]).

In this paper, we consider propagating solutions of the front type, such as the traveling
wave solutions we have been discussing so far. Long-time behavior has been considered in
various settings for propagation and saturation processes under slow diffusion [16, 17, 19,
20]. However, to the best of our knowledge, no characterization of propagation solutions
based on the discussion of traveling wave solutions has been done for equation (1.1) with
a monostable nonlinearity. Therefore, this paper considers the relationship between the
solution behavior and « by introducing the notion of a suitable solution like a traveling
wave solution.
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The paper is organized as follows. In Section 2, we introduce the concept of the traveling
wave structure, termed the asymptotic traveling wave solution, and present the main result
regarding the existence. The proof is given in Section 3. We then present numerical
simulations under appropriate conditions in Section 4. Finally, we highlight unresolved
issues in Section 5.

2. MAIN RESULTS

In analyzing the propagation of the solution, the concept of a traveling wave solution is
considered. However, the usual method of obtaining traveling wave solutions cannot be
immediately applied in the case of time-fractional equations. For ¢ > 0 and ¢ € C?(R),
the Caputo derivative of a traveling wave solution u(t,z) = ¢(x + ct) is

N gb’x—i—cs
Hu(t,z) = 1_@/ s
_ /qb x+ct—s))d8
F(l—a) 0 s
o ct 1/ _
_ ¢ ¢ (x4 ct s)ds.
I'l—a) J, 5%

We recall the moving coordinate & = x + ¢t to obtain

o c* “E—s)
(2.1) Ofu(t,x) = Ti—a) J, " ds.
This means that the term coming out of the time derivative depends on t. Hence, it is
impossible to define a traveling wave solution in the classical sense.

On the other hand, in [37], they considered traveling wave solutions whose solutions
might be approached asymptotically to investigate the final state of a front-type solution
that connects different stable states. Based on this idea, we define an asymptotic traveling
wave solution to analyze the final state. That is to say, the asymptotic traveling wave
solution is given in the following form by setting ¢t — +o0 in (2.1).

Definition 2.1. (¢, ¢) € (0,+00) x C%(R) is an asymptotic traveling wave solution
of (1.1) if it satisfies

I g e+ fo0e)

(22) ri—a)lf s

for all £ € R.

In particular, we focus on a front-type asymptotic traveling wave solution connecting
two constant states:

(2.3) B(—00) =0, ¢(+00) = 1.

Studies relating to equation (2.2) have been reported. In [33], the bistable nonlinear
term f(u), which is piecewise linear, was considered, and an attempt was made to analyze
(¢, @) by describing its solution connecting two stable states explicitly. Furthermore, in
[1, 10], traveling wave solutions in a nonlocal Korteweg—de Vries—Burgers equation, which
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are analogous to equation (2.2), were considered, and their existence was explored by
investigating the properties of the linear equation and constructing exponentially decaying
solutions. In the case of the monostable nonlinear term f(u) that we deal with, there are
no results on the existence of solutions to equation (2.2) to the best of our knowledge.

Thus, first consider the existence of the asymptotic traveling wave solutions. Before
stating the main theorem, we give the condition for f(u) as

(2.4) {f € C'(R). f(0) = f(1) =0,
' IM >0, Ja > 0s.t. — Mu'™ < f(u) — f/(0)u <0 (0<u<1).

The condition includes the case that f(u) = u(l — u). We then obtain the following
theorem.

f/(o) (2—a) /2«
2 — '
there exists an asymptotic traveling wave solution of (1.1) with an increasing function ¢
satisfying (2.3). Furthermore, for ¢ > ¢, it can be normalized by

21/a
Theorem 2.2. Let o € (0,1) and ¢, := T < Then, for any c > c
&

(o4

ghm e MEp(E) = 1,
where A is the minimal positive root of \* — (c\)* + f/(0) =

We have established the monotonicity of asymptotic traveling wave solutions and the
exponential decay as & — —oo. Whether ¢, is the minimum speed remains unresolved
and is a problem to be considered in future work. The proof is given in Section 3.

Owing to the monotonicity, we obtain the correspondence of asymptotic traveling wave
solutions to the time evolution equation (1.1).

Corollary 2.3. For a € (0,1) and ¢ > ¢, we set v(t,z) = ¢(x + ct), where ¢ is
constructed in Theorem 2.2. Then, v(t,z) is a sub-solution of (1.1), that is, v(t,z)
satisfies

v < vz + f(v) (>0, z€R).

Proof. Fix a € (0,1) and ¢ > ¢. Then, from (2.1) and the definition of the asymptotic
traveling wave solution, we have

c® oo ¢
(9?1)—(vm+f(v)):—r(1—_a)/ ¢(£ )d8<0
forall £ > 0 and z € R. 0J

According to the comparison principle, solutions to Equation (1.1) are above the as-
ymptotic traveling wave solution if the initial states are properly given. An example of an
initial state is an upper solution constructed in Lemma 3.11. See [18, 28, 30| for results
on comparison principles in fractional differential equations.

Remark 2.4. By taking the limits, we obtain

a—1 a——+0

lim ¢, f(0)=¢, lim ¢, = {
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¢, connects to the minimum speed when o = 1. In addition, the behavior depends on the
value of f'(0) as a approaches zero.

3. EXISTENCE OF ASYMPTOTIC TRAVELING WAVE SOLUTIONS

In this section, we give a proof of Theorem 2.2. Equation (2.2) is nonlocal, and it
is not easy to perform an analysis that considers local properties, such as a phase-plane
analysis, to investigate the existence and properties of asymptotic traveling wave solutions.
Therefore, we apply a monotone iteration method based on the maximum principle.

Throughout this section, we suppose that « € (0,1) and ¢ > 0. For convenience, we
define the fractional derivative

1 too (€ —s
Ry

and the set
CE(R) := {w € C*(R)

Also, we denote Cy(R) := CP(R).

£eR

sup|¢(j)(§)| <400 (j= O,l,...,k)}.

3.1. Preliminaries. First, we analyze the existence of a solution to the linear problem

(3.1) Lip(€) + 9(€) = 0

for g € Cy(R), where L is a linear operator
Lip(€) = "(€) — c*02P(€) — K™Y(§)

where & is any positive constant satisfying x* > maxyep1) |f'(u)]. We will fix it later.
This problem corresponds to equation (2.2) if g(&) = x%¢(€) + f(¥(€)).
To solve problem (3.1), we derive the integral equation and apply the Neumann series
argument for the existence of a solution. Let us define the functions
1 c® T K (€ - s)
K = —e "l K, (€)= —c"0YK, = AL
0(5) 2,{6 ? (5) c 5 0(5) F(]. _ Oé) 0 SO‘
We note that for all g € Cy(R), (K, * g) satisfies

(Ko *9)"(€) = K*(Ko * g) (&) + g(€) = 0.

This implies Kj * g belongs to CZ(R) for any g € Cy(R).
We first check the properties of K.

ds.

Lemma 3.1. K, has the following properties:
() Ko € C(R);
(il) Ka(§) = —(cr)*Ko(§) holds for § < 0;

() Jim €7Ka(€) = S
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Proof. (i) K, (&) is represented by

o +o00 —KS max{£,0} ks
K,(¢&) = S — e’"‘g/ © ds— 6_”5/ C dsh.
2F(1 - O/) max{¢,0} s¢ 0 Ch

It is easy to see that both integrals are well-defined for all £ € R and continuous with
respect to &.
(ii) For £ <0, we have

Caenf +oo e~ rs caﬁa—l
K - - Z ds=— wE — _ ap ().
O = —grm | Sds = et = (e Ko

(iii) When & > 1, we obtain

« 400 _—kKs & ks
] ke € _ e [
K. (¢) T —a) {e A = ds —e | ds
« 400 _—s kE s
N GO ené/ e ds—e"‘f/ €l
2kT(1 — «) we S5° 0 S
+oo _—s —g7 8=t00 400 _—s
/ ¢ ds = [_e ] —a/ el ds
K€ s« s« s=kE K€ site
6—&{ too o=
- - d
(Hg)a Oé/i;ﬁ 81+a §
and for § € (0,1),
K€ s 6 s KE s
/ e—ds = / e—ds—i—/ e—ds
0o s 0o 5% P
6 _s KE ) KE s
e e e e
— —ds+ —— — — —ds.
/0 s s+ (I{g)a 501 +a/6 glta §
Then, we have

+0o —s Kk s
e e

e””g/ ds — 6“5/ —ds
keS¢ o s

e [T e e [

R o —K

= —qe / 51+ad5 ae /
KE 1

Hence, we obtain

We note that

s 6 s )
e € e
ds + —ds — — | e "%,
81+a (/(; s (Sa)

hm eor () = ) vy _ 0"
&—1?005 (©) rI'(1 — a)fi T(1 — «)
from 1'Hopital’s rule. [

Next, let us derive the integral equation. For the derivation, we use the fact that K is
a Green’s function of (k? — 9?). Then, we obtain the following integral equation.



8 H. ISHII

Lemma 3.2. Let ¢ € CZ(R) be a solution of the integral equation
(3.2) (&) = (Ko x ) (§) + Ko+ g(8).
Then, v is a solution to (3.1).
Proof. We first show that

([ 02) = (Ko 5 ).

Changing variables z = y — s and integrating by parts, we obtain

@ +o0 / — 5
(Ko * Ogy)(§) = m/ﬂ{ i Ko(f—y)%a)dsdy

«Q +oo K, PV
_ ﬁ / / Mw’(z)dzds

= 1Cia /+<>0/ Ko(€ w(z)dzds
- <K cP)(E

for all £ € R.
Next, let us prove that 1) is a solution to (2.2). From the properties of Ky(¢), we deduce

V(&) — K+ g(€) = (Bax1)"(€) — (Ko x1)(€).

Then, we have

(Kax1)"(§) — K*(Ka * ¥)(€)
= —c* {(Ko * 92¢)"(&) — w*(Ko * O£¥)(§) }
I p(E)-
Thus, ¢ satisfies Ly (§) + g(§) = 0. O
Let us show the existence of the solution to (3.2) in L>(R). To apply the Neumann

series argument, we check the property of || K, 1.

Lemma 3.3. There is © > 0 which is independent of r such that ||K.||p2 < ©Ox*~2 holds
for all k > 1.

Proof. To obtain the desired assertion, we evaluate || K,|[;1 as

JAEAGLE =/ / /] 3

Since we have (ii) in Lemma 3.1, the first integral part is computed by

(3.3) / K (©)ldg =

—00
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Next, when k€ € (0, 1), we obtain

" o ¢ 400 e—nsd ¢ 1/k eﬁsd
< —_— e —K o
KalO] = 2I'(1 — «) ¢ /0 sa te /0 sa

< %{ef(l—a)jtfolj—ids}.

Thus, the second integral part is evaluated as

(3.4) /01/~ K (6)|de < % {eF(l —a)+ /01 E—st} |

In the case that k€ > 1, we deduce

c“ +00 e hs £ s
KO! — - ’{5 d _ —Nf _d
(©) 2I'(1 — o) {e /5 g0 0T /0 5% S}
a +oo —s KE s
_ (ew)” ens/ e e—nf/ sl
2kI'(1 — «) we  S° 0o S
+oo —s —g7 8=t00 400 _—s
/ 6ad8 - |:_€o¢:| —OZ/ el+ads
ke S S7 Jo=—re ke S

e—mf /+OO o5 p
= — S
(:‘if)a e 81+a

We know that

and
KE _s 1 _s kE s
/ 6—ds = /e—ds—i-/ 6—ds
o s o s 1 s
1 s KE K§ s
e e e
= /—ds—l— —e—l—a/ ds
0 s (Hf)a $1+a

Since we know that

+o00 +oo _—s
(& (&
/ e / Tadsds = ——
1/k /{5 S K

IN
|
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and
1

+o0
it dsd =—
/1n € /1 l+a s 5 / ,{5 1+a ak

by using integration by parts, we evaluate

+o0o
/ K (€)|de

K

¢ +o00 e~ +o00 ¢ KE es
< K/ —K

2/<JF 1—oz { / /ﬂ5 SHadsd{%—a/l/n e /1 $1+ad8d§
/ —ads —e }

35 < {2+e—1/d9(3

= 2:20(1 — @)

From inequalities (3.3), (3.4), and (3.5), we can choose a sufficiently large © > 0
satisfying

+_

||Ka||L1 S @Iﬁla—2.

Fix k > 0 sufficiently large satisfying || K,||zr < 1. Define K, : L>°(R) — L>(RR) as

Kot := (K, % 1).

Also, we put I as the identity operator in L*°(R). Then, K, is a bounded operator on
L>(R™), and the operator norm of K, is equal to || K,||:. Therefore, (I —K,) is invertible
on L*>®(R), and the inverse is represented by

(I - ’Cayl

Sk
j=0

from the Neumann series theory.
Here, we apply the argument for (3.2) to obtain

. (zuco *Kgﬂ)) o
=0

where K([,éo](ﬁ) :=0(&) and Kc[f](f) = (K, * Kc[f_l])(ﬁ) for j > 1.
For simplicity, we denote

(3.6) G(&) = _(Kox KI)(§) = [Ko + <Z Kiﬂ)] (&)

J=0

Then, G(§) has the following property.

1
Lemma 3.4. G(&) belongs to C(R) N LY (R) and satisfies / G(&)d¢ = =
R
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J
Proof. We note that Ky, K, € C(R). Since the limit G(§) = lim Z(KO « KU)) holds in

J—o0

J=0
the sense of uniform convergence, GG is continuous. Moreover, we obtain

1G]z < (Mol s (Z HKaIIJﬁ) :

=0
By using

[ Katyie =0,

we have /R G(e)de = /R Ko(€)dé = % 0

From the construction of G and Lemma 3.2, we obtain the conclusion for the existence.
Proposition 3.5. For g € C,(R), ¥(&) = (G * ¢)(§) belongs to CE(R) and is a solution
to (3.1).

In the next step, we establish the maximum principle for the operator L. Let us consider

the sign of the fractional derivative J¢ at the minimal point.

Lemma 3.6. Let ¢ € CL(R). Assume that (€) attains the minimum at & € R: (£*) =

mingeg ¢(§). Then, we have
. o (€ —5) —P(E))
85 1/}<§ ) = _F<1 N a) /0 glta

Moreover, Og(§*) attains 0 at £ € R if and only if ¢¥(§) = ¥ (§) for any £ < &*.

Proof. From the fact that
d (%ﬁ(f* —s)— w@*)) Y& =) al(E =) —v(E)

ds <0.

Y

ds 5 e slta

we obtain
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1 x_g) — £\ 7 S—+00
P(Er) = e {1/}(5 S)a w(g )} »
a W —s) —v(E))
T(1-a) /0 slto ds
_ o W€ —s) —v(E))
_F(l ) /0 Tra ds < 0.

Furthermore, it is easy to see that if 1(§) > 1(£*) holds at the point £ < £*, then 9g(£*)
must be negative from the continuity of ¥(§). Thus, 1(§) must be constant on (—oo, £*]
it 92 (€7) = 0. 0

Let us introduce the maximum principle.
Proposition 3.7. Suppose that ¢ € C}H(R) N C*(R) satisfies
Lp(€) <0
and

liminf (&) >0, liminf (&) > 0.
E——00 E—+o00

Then, ¥ (&) is non-negative. Furthermore, if ¥(§) attains 0 at the position £ € R, then
(&) =0 for all § < &F.

Proof. Suppose that 1(£) has a negative part. Then, from the assumption, there is £* € R
such that

$(§") = miny(§) < 0.

£eR
This implies
Lp(€7) = "(§7) — c*0gh(€") — K*(€7) > 0
from Lemma 3.6. This is a contradiction of the assumption L) (&) < 0.

Next, we assume that ¢(£) is non-negative and attains 0 at £* € R. Then, we have the
following.

0> Ly(§") ="(§") — " OY(§") = —c"Ogp(€7) > 0.
Hence, ¥ must be zero on (—o0,{*| because d¢¢(£*) = 0. O

Finally, we construct an upper solution and a lower solution to (2.2). We introduce a
notion of upper and lower solutions.

Definition 3.8. For ¢ > 0, ¢ € C*(R) is an upper solution to (2.2) if ¢ satisfies
C"OH(E) = 6 (6) + F((€)
for all § € R. Conversely, ¢ € C*(R) is a lower solution to (2.2) if ¢ satisfies

COPHE) < 8'(€) + F(H(€)
forall £ € R.
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We focus on the property u = 0 to construct the upper and lower solutions. The
linearized equation around uw = 0 is given as

o e
I'l—a)Jj, s

c® /'+OO ef)\s B (c/\)a
r'il—a)f s« N

the characteristic equation around u = 0 is defined as follows:
V(A) :i= A2 — (eA)™ + f/(0) = 0.

“ ) go = () + FO0)6(E).

Since we have

Then, we have

Lemma 3.9. The following statements hold:

(i) For ¢ > ¢, there are two positive roots A\y < Ag of V(X\) = 0. Moreover, V(X)) <0
on (/\1, /\2)
(ii) When ¢ = ¢, there is a unique positive root ;.
(iii) For c € (0,c), there are no positive roots.

Proof. 1t is obvious that V() is smooth on (0, +00) and satisfies V(0) = f’(0) > 0. Since
we obtain
ac” all —a)c”®
V/<)\) - 2)\ - F, VI/<)\) = 2 + T
for A > 0, V(X) is convex for A > 0 and attains the minimum at
N = (a)/2)1/ (=) 2/ (2=2) Noreover, we have
V(X)) =272/ (q — 2)(ac?)* =) + £(0).

Thus, V(A) = 0 has two positive roots if ¢ > ¢}, and no positive root when ¢ < c.
Moreover, A* is a unique positive root of V(A) =0 if ¢ = ¢f,. O]

Remark 3.10. When we consider the linearized equation for Equation (2.1) aroundu = 0,
Hw=wy+ f'(0w (>0, x€R),

it has a solution w(t,z) = Eu1((cAt)¥)e for all ¢ > ¢, where X is a positive root of

V(A) = 0. From (1.4), the asymptotic of w(t,z) is approximated by

1 1
w(t,z) ~ —e Mot — — A (1 5 400).
« «

This consideration suggests that the asymptotic traveling wave solution has an exponential
tail at u = 0.

Next, let us construct an upper solution. For convenience, we set
/!

Ni() = & (&) = cOo(&) + [(9(8)),
Na(§) = ¢"(€) = "0 (§) + f(&(8))-
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Let p be a positive mollifier, that is, p(z) is an even function satisfying

>0 |z| <1,

peC(R), plx) {: 0 |z >1 /Rp(fv)dx =1L

1
We set pe(z) := —p <£> For ¢ > ¢, we define

e \e
— eMé £ <0,
wo- {7 5

where \; is a minimal positive root of V(A). Then, we set ¢(£) = @(&;¢) = (pe * 1) (€).
It is easy to see that we have

R(e\y)eMs €< —e
3&) = < [ py)dy + €€ [ ply)eNvdy ] < e
1 5 Z 67

where R(A) := fjl p(y)e dy.

Lemma 3.11. For ¢ > ¢ and ¢ > 0, ¢ defined as above satisfies the following properties:
(i) ¢ € C=(R);

(ii) ¢ is non-decreasing;

(iii) ¢(&) € [0,1] for all € € R.

Moreover, ¢ is an upper solution to (2.2) if € is sufficiently small.

Proof. (i) is derived from the general theory of the mollifier. Since ¢(€) is a non-decreasing
function connecting 0 to 1, we have (ii) and (iii).

In the rest of the proof, we show that ¢ is an upper solution to (2.2). For £ < —¢, we
have

A\ +o0 6/\1(5—5) .
_ e\ % ME 1
M) = ften) (e - g2 [T o s

= R(eA)eME{A2 — (M)} + F(8())

f(6(8) = F'(0)p(§) <0

from the fact that V' (\;) = 0 and assumption (2.4).
When & > ¢, we obtain

A a1 ()
Nl(f)__f‘(l—a)/o s ds <0

because ¢ is non-decreasing. Thus, for any € > 0, we have N;(¢) < 0 on [¢| > e.
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In the case that |£| < €, we put n = £/e. Then, the first and second derivatives satisfy
1

36 = nee / plz)e=Mdy
13

€

1 1
- Aleem/ p(y)e” My = \ / p(y)dy + O(e),
n n

L ! A
¢ (&) = Aeht /5 ply)eMdy — —p (g)

€

1 B )\ 1
= AfeM” / p(y)e~Mdy — —p(n) = —fp(n) + A / p(y)dy + O(e)
n n

for n € [—1,1] if € is sufficiently small. Furthermore, for any n € [—1, 1] and sufficiently
small € > 0, we approximate

F(@(€)) = (1) + O(e) = O(e)

g _ L B e =), [ en—s)
o= m{/mﬂ) T

>\1R(€)\1) /+OO en=*
- ds + O(e) = AT + O(e).
P(l _ O{) 6(77-’_1) Sa ( ) 1 ( )

and

Thus, we deduce
1

Ni€) = T - oD + F5(6)
= =)+ 8% [ ply)dy — ()" + 09

for all n € (=1, 1) and sufficiently small € > 0. Since we know p(n) > 0 and have

1
3 [ plady = (20" <X = ()" = ~£'0) <0
U
N1(§) is negative on (—e¢, €) as long as € is sufficiently small. O
Next, we construct a lower solution. For ¢ > ¢, let ¥(§) = eM& — he"™¢ with v €
(1, min{1 + a, Ag/A1}), where h > 1 is a sufficiently large constant satisfying
1 —hRed)V(eh) o1)java)
h? — MA{R(e\;) }1He
We remark that the right-hand side is strictly positive for any ¢ € [0,1). We fix h,

(3.7)

1
satisfying (3.7) for all e € [0,1). When we set &, := —%hl) < 0, we have
i\ —
>0 £<&
Ve =0 E=6

<0 &>¢&.
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Now, we set

eMé — he'ME € < &,
0 §>%&

and define ¢(§) = ¢(&;€) := (pe * ¥)(§). From direct computation, we obtain

v(E) =

R(eA;)eMs — hR(ev)y)er s § <& —
B(&) = $ M€ iy e PW)e™ My — heME [ py)e”MYdy [€ — & < €
0 §>& +e

Lemma 3.12. For c > ¢, and € > 0, ¢ defined as above satisfies the following properties:
(i) ¢ € C*(R);
(ii) ¢ is non-negative on R and positive on (—o0, & + €);
(iii) #(§) < &(&) for all £ € R.

Moreover, ¢ is a lower solution to (2.2) if € is sufficiently small.

Proof. (i) holds from the general theory of the mollifier. ¢ is non-negative because ¥ is
non-negative. Also, ¢ is positive on (—o00, &), and thus ¢ is positive on (—o0,& + €).
Hence, we have (ii). (iii) is derived from the fact that ) < 1 on R.

Next, when £ < & — €, we deduce

No(€) = MR(ed)eME — h(vA1)2R(evA1)e" ¢ + f(R(eh)eMs — hR(ev);)e’ ™M)

e +o0 e)\l(é—s) +o0 eu)q({—s)
B e— )\1R(6>\1)/ dS—hU/\lR<€l/)\1)/ ds

I'(1-a) 0 s 0 s
= AN h(rA)ZeME 4 F(R(eM)eME — hR(evh)er ™)
—(eA1)®eME — h(cvhy)@er e
F(R(eA1)eME — hR(evA1)e’™E) — f(0)(R(eh)eME — hR(ev)p)e? M)
—R(evA)hV (vA;)e?Mé
—M(R(eA)eMs — hR(evX1)e’ M) — R(ev )WV (vA)er e
—M{R(eAy) Yo FDNE _ B R(evA)V (VAg)e"ME.

(AVARAVS

We note that V(r\;) < 0. Since it is easy to show that the last function is positive if
1 log —hR<6V)\1)V(V)\1) _. 6*’
(1 +a— V))\l M{R(E)\l)}1+a
we obtain Ny(§) > 0 for all £ < & when & < &*. It is easy to show that & < &* holds if
and only if h satisfies (3.7). Then, we obtain Ny(§) > 0 for £ < &.

Next, we consider the case that { > & + €. Since ¢(§) = 0 on [§ + ¢, +00) and
mingeg ¢(§) = 0, we have

£ <

Ny(€) = —c2(€) > 0
by using Lemma 3.6.



PROPAGATING FRONT SOLUTIONS 17

Finally, in the case that | —&y| < €, we apply the same argument of the proof of Lemma
3.11 to show. Let n = (£ — &y)/e. Then, for sufficiently small e > 0, the first derivative is
approximated by

1

1
?/(f) = )\1@>\1£/ p(y)e’mydy _ hy)\lez/)\lé/ p(y)efeu)\lydy
(E-co)/e (6-0)/e

1 1
= Aleh(éoﬂn)/ p(y>eEAlydy_hVAleV)\l(foJrEﬁ)/ p(y)e™ MY dy
K n

= A\eMo(1—v) /1 p(y)dy + O(e).

Here, we use the fact that e*€0 = he? 1%, Also, the approximation of the second derivative
is computed as

1

1
¢//<§) — /\%6)‘15/ p(y)e‘e’\lydy _ h(VA1>26V)\1€/ p(y)e—eu/\lydy
(E-€0)/e (6~€0)/e

+)\16/\1£0(1 - l/)p <f - 50)

€ €

1 by A1éo -1
— e)\lf() {)\%ee)\ln o (V)\l)Qeel/)\lT]}/ p<y>€7€/\lydy + 1€ (V )p(n)
n
AeMéo(py —1 1
= A=)+ - [ plwdy+0G)
n

@)

Moreover, we obtain f(#(£)) = O(e) and

B 1 (n+1 (en+& — s)
B r(l-a) /n+1 / ] s s

1 e daree,
- Fic >/( ds + O(c)

«
e(n+1) S

)\16)\150 400 6)\1(677—3) 400 el/)\l(er]—s)
= — {R(e/\l)/ —ds — VR(GV)q)/ —ads} + O(e)
F(]' - Oé) e(n+1) S e(n+1) S

= AeMO(1 — 1Y) + O(e)
for all n € (—1, 1) and sufficiently small ¢ > 0. Thus, we have

)\16)\160 (l/ — 1)

Ny(e) < —p(n)—em‘)(vtl){kf / p(y)dy—<cw}+o<e>.

€
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Since the O(1) term satisfies

ewy?—D{A? / p(y)dy—(cm“} < MW= D){A - (e)”)
< —f0)eNO P —1) <0,

Ny (&) is positive on [£ — &| < € as long as € is sufficiently small. O

3.2. Proof of Theorem 2.2 in the case ¢ > c. Fix ¢ > ¢}. We give a sufficiently
small € > 0 such that ¢ and ¢ become upper and lower solutions to (2.2), respectively.
Let us define the sequence of functions

wO ¢7
V=G (R + f(¥-1) (T=1,2,...),
where G is defined by (3.6).

Lemma 3.13. For j € NU{0}, the following hold:

(i) %’ € CbZ(R),
(if) Jim ¢;(§) =0 and lim +;(§) =1 hold;

(iii) ¢(&) < ;(€) < @(€) (€ € R);

(iv) v; is non-decreasing function;
Furthermore, 1; is an increasing function for j € N.
Proof. Since it is obvious that (i)-(iv) hold in the case j = 0, we prove them by induction.
Suppose that the statements (i)-(iv) hold for j =k > 0.

(i) From the definition of 1 and Proposition 3.5, 141 € CZ(R) holds.
(i) Since we know that 1 € C, and £ligrm (K*R(€) + f(vr(€))) = K?, we deduce
—400

i (€) = Jim G (0 + Fn))(©) = o [ GlOYE =1

g—-+oo

from the dominated convergence theorem. The same argument also provides the result of
the case £ — —o0.
(iii) Since ¥4 is a solution to

Lipy1 + 20 + f(4r) =

we have
Lé > Lippy1 > Lo

from the monotonicity of x*u + f(u). Applying Proposition 3.7, statement (iii) holds.
(iv) Let ¢p41,5(&) := Yp41(€ — p) for p > 0. Then, we deduce

Lppi1p(&) = —r"Yu(€—p) — f(We(€ — D))
> —r*R(€) — f(hr(8))
= L¢k+1(§)
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for £ € R. From Proposition 3.7, we obtain ¢y11,(£) < ¥g41(€) for all £ € R. This implies
that 1,11 is non-decreasing.

Furthermore, if there is £* € R such that ¢y11,(£*) = ¥+1(£¥) holds, then by applying
Proposition 3.7, we deduce

Vi41(§) = Yrr1(§ — p)
for all £ < &*. Since we have Lemma 3.13 (ii) and glir_n (&) = flir_n 9(&) =0, ry1 must

be zero on (—o00,{*]. However, this is a contradiction of Lemma 3.13 (ii) because ¢ is
non-zero on (—oo,& + €|. Thus, ¥p11(§) > Yr41(£ — p) holds for all p > 0 and £ € R.
This implies that 1,41 is an increasing function. U

Lemma 3.14. For j € N, we have ¢;(§) < ;_1(&) for all £ € R.

Proof. The statement holds for the case j = 1 from Lemma 3.13 (iii). Suppose that the
statement holds for j = k£ > 1. From the definition of ¢; (j € N) and Proposition 3.5, we
deduce

Lippir = =K — f(r) = =K1 — f(r—1) = Ly
By applying Proposition 3.7, we obtain the statement. Il

Since {1);};en is a monotone sequence from Lemmas 3.13 and 3.14, it converges point-
wise to a non-decreasing function ¢ satisfying

(3.8) $(&) < d(&) < P(¢)

from the monotone convergence theorem and Helly’s selection theorem. Furthermore, we
have

B(€) = Hm 5(€) = im G x (k1 + f(5-1))(E) = O x (% + F(9))(E)

for all £ € R by using the dominated convergence theorem. Since G is continuous and ¢
is bounded, ¢ € C,(R) holds. Hence, ¢ belongs to CZ(R) and is a solution to (2.2) from
Proposition 3.5.

It is easy to see that ¢ is an increasing function from the same argument of the proof of
Lemma 3.13. From (3.8) and Lemmas 3.11 and 3.12, we obtain Egm (&) = 0. Moreover,

¢ is bounded and increasing, thus we know that there exists a limit ¢* := lim ¢(&)
£—+o0

satisfying 0 < ¢ < 1. Then, the condition of ¢ is derived as
1
+_ g _ 2 _ 2+ +
6= Jim 0(6) = lim G (5% + F(0)(E) = 5(6" + 1(67))

This implies f(¢T) = 0, and so ¢ = 1 holds. Therefore, ¢ is a solution to (2.2) satisfying
(2.3).
Finally, from Lemmas 3.11 and 3.12, we have

Jim e MEh(E) = R(ehy).

By translating ¢ appropriately, the limit can be determined to be 1. Thus, Theorem 2.2
for ¢ > ¢, is proved.
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3.3. Proof of Theorem 2.2 in the case ¢ = ¢}. Let {¢;};en be a minimizing sequence
for ¢, and {¢;};en be the solution to (2.2) corresponding to ¢; > ¢ constructed by
Subsection 3.2. For convenience, we take ¢;(0) = % for all j € N by shifting the spatial
variable. Since {¢;};en is a bounded sequence of increasing functions in C*#(R) from the
similar argument for the elliptic regularity, there exists a subsequence {¢;, }xen such that
¢, converges to a non-decreasing function ¢* in C%(R) which satisfies (2.2) with ¢ = ¢,

Furthermore, ¢* have the limits ¢** = élirj? #*(€), and so ¢** satisfy f(¢**) = 0 and
—»00

0 < ¢* < ¢*" < 1. This implies ¢*~ = 0 and ¢*t = 1. Moreover, ¢* is an increasing
function from the same argument of the proof of Lemma 3.13. Thus, ¢* is a desired
solution.

4. NUMERICAL EXPERIMENTS

Numerical experiments are performed to investigate the spatio-temporal dynamics of
the solution to equation (1.1).

4.1. Numerical scheme and setting. We first introduce the numerical scheme for the
simulation.

Let 6, > 0 and u;(z) := u(jdo;, ) for j > 0. We apply the time difference proposed by
29]:

1 (m+1)d: g, ds

Orul(j+1oiz) = mm/m A (T

1 ! Uit () — U () [V ds
Il —a) 2 J /mat {(G+1)d —s)p>

Following the straightforward computation of [29], the discretization is represented by

12

m=0

1 T () — ujm(x)
o i+ 1)8 ~ Jt+l-m Jj—m - — pl-al
Thus, when u,(x) (m = 0,1,...,7) are given, we obtain w;,i(z) by using the time
difference equation

J

F(Ql_ 3 Z uj+1m($)5: uj*m(x) [(m + 1)1_a - ml_a] = (Wjt1)az(2) + f(u;(z)).

m=0

Next, let 0, > 0, k, € N, and u;; = u(jé;, ké,) for 0 < k < k,. For 0 < k < k,, we
approximate (4;41)qq(kd;) as

. — QU ) B
(1751 ) o () o HEEEELZ WLk T,
x
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Thus, spatial discretization yields

L it — Uy (2)
Z J ) Jj—m, [(m + 1)1704 _ mlfa]

F(Z — Oé) — (515
_ Uikl — 2Ui‘;1,k + Ujr1 k-1 + f ).
When considering the Neumann boundary condition
ou ou
—(0) = —(kz0,) =0,
55 (0) = 5 (kuda)

we set uj 1 := ;1 and w; k41 = Ujk,—1 for 7 > 0. Numerical experiments are performed
with this scheme.
For the simulation, we solve the problem

MU = Ugy +u(l—u) (>0, 0<z<]l),
ou ou
u(0,z) =up(x) (0 <z <),

where [ > 0 and

u(.ﬁE)— 0 0<l’<l0,
N7V h<z<l

for some Iy € (0,1). We compute the profile of the solution when 7" > 0 in the following
step.

(i) Compute the point z*(¢) such that u(t,z*(¢t)) = 0.1 for all ¢ > 0;
(ii) Find the minimal 7" > 0 such that 2*(T") < x, for a given constant xy € (0, ).
Moreover, the propagation speed of a numerical solution for « is computed by
(e} = 6t

4.2. Numerical results. The profile of the numerical solution is shown in Fig. 1. Ini-
tially, the front of the solution appears and moves from right to left in the spatio-temporal
plots. In addition, the position of the front is linear with respect to time, indicating that
the propagation advances at a rate O(t). This suggests that the solutions exhibit behavior
similar to that of a traveling wave solution as time progress. Moreover, we see that the
front profile decays to 0 rapidly and approaches 1 slowly. This expected behavior reflects
kinetics, where the system leaves the unstable state exponentially and approaches the
stable state with an algebraic decay.

Next, we discuss the propagation speed of the numerical solution. In the case of the
Fisher-KPP equation (i.e. @ = 1), it is known that when the initial state has a compact
support or is a Heaviside function, the propagation speed of the solution is characterized
by a minimal speed at which a traveling wave solution with a monotone positive profile
exists [3, 27]. In KPP-type nonlinearity, the minimal speed for traveling waves is equal to
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FIGURE 1. Spatio-temporal plots (top panels) and profiles of the numerical
solutions (bottom panels). The parameters used are [ = 300, lp = 295, w = 0.01,
and z9p = 75. The numerical simulations correspond to a = 0.3 (left), a = 0.6
(middle), and a = 0.9 (right). The solution profiles are shown at 7' = 60.04
(left), T' = 84.48 (middle), and T' = 106.05 (right). See Subsection 4.1 for how
to determine 7T'.

the minimal linear speed, ¢f = 24/ f/(0). Here, the minimal linear speed is the minimal
speed at which a positive solution ¢(£) = e* (X > 0) exists in the linearized equation

c¢'(§) = ¢" (&) + f(0)8(§) (£ €R)
around the unstable state u = 0. Then, A > 0 must satisfy \* —cA+ f/(0) = 0, and it thus
has a positive root A if and only if ¢ > ¢}. In general, the property that the minimal speed
of a traveling wave coincides with the minimal linear speed is called linear determinacy,
and it has been confirmed in the propagation phenomena of various reaction-diffusion
systems [3, 8, 27].

Let us assume that a similar hypothesis holds for the behavior of the solution of equation
(1.1) by replacing the traveling wave solution with an asymptotic traveling wave solution.
In other words, the propagation speed of the solution is regarded as being characterized by
the minimal speed for the asymptotic traveling wave solution. We have not yet obtained
results on the minimal speed, but we know from Theorem 2.2 that there exists at least an
asymptotic traveling wave solution with ¢ > ¢}. Moreover, from Lemma 3.9, we have the
linear minimal speed c},. Therefore, if linear determinacy holds, the propagation speed is
expected to be characterized by c,.

A graph of ¢, and the propagation speed of the numerical solution ¢ is shown in

Fig. 2 (a). It is seen that ¢2*™ is close to ¢. The relative errors are shown in Fig. 2
(b). The error is less than 0.1 and comparatively small in the range where « is close to 1.
This result suggests that ¢, corresponds to the propagation speed of the solution in some
sense.

5. DIscussioN

In this paper, we discussed the effect of the time-fractional derivative on front solution
propagation. By introducing a monostable nonlinear term to the time-fractional diffusion
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(a) cqs ™™ (b) et — ca"™|/ca
Relative error

FIGURE 2. (a) Comparison of ¢, (red line) and the propagation speed of the
numerical solution (dashed line). The parameters are [ = 300, lyp = 295, w =
0.01, and x¢9 = 75. The blue dashed line is constructed by connecting straight
line segments computed for &« = 0.140.025 x k& (0 < k < 36). (b) Relative errors.

equation, we demonstrated that the sub-diffusion property is not conserved with respect
to the time order of propagation. Specifically, we introduced the concept of an asymptotic
traveling wave solution to characterize solution propagation. Through the analysis of the
asymptotic traveling wave solution, we gained insights into the dependence of o on the
propagation speed and the shape of the solution, and thus gained an understanding the
effect of the time-fractional derivative.

Although the asymptotic traveling wave solution appears essential object for analyzing
solution propagation, we have not yet constructed a solution that converges to this so-
lution. One challenge in proving convergence lies in determining the appropriate initial
state. As the asymptotic traveling wave solution is not a solution to equation (1.1), es-
timating the initial conditions for convergence backward is not straightforward. A useful
piece of information is that the asymptotic traveling wave solution serves as a sub-solution.
The existence of a converging solution might be established if a well-constructed super-
solution is introduced.

Several issues remain unresolved regarding the asymptotic traveling wave solution. One
such issue is the solution’s asymptotic behavior as the solution approaches a stable equi-
librium. As mentioned in Section 1, convergence to a stable equilibrium at an algebraic
decay rate is anticipated in the case of time-fractional derivatives. In a related work [33],
although for a different problem setting, a bistable discontinuous nonlinear term was used
to provide a concrete representation of the traveling wave solution and to construct a
solution that decays algebraically to a constant state. It might be feasible to achieve
asymptotic behavior that decays algebraically by adopting a constructive method, even
in this problem setting, but this remains an open question for future investigation.

Finally, research related to sub-diffusion and proliferation/saturation effects is dis-
cussed. This includes studies on proliferation models with random walks, which differ
from normal diffusion [16, 19, 20]. The time order of the propagation speed of the solu-
tion has been investigated, and was found to be O(t*) for the model in [20] and O(t) for
the model in [16, 19]. These differences arise from the nonlocality in the time direction
that describes the effect of sub-diffusion. As kinetics have the effect of propagating the
solution in O(t), it is necessary to model the time nonlocality more strongly to propagate
the solution in O(t*). The finding that no sub-diffusion properties remain for the time
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order of the propagation in our setup is important information from a modeling point
of view. A mathematically rigorous approach to incorporating time non-locality into the
proliferation model for sub-diffusion behavior would provide insights for modeling.
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